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Letter from the Editors

 We are STEMY (STEM + Youth): a 
student-run non-profit organization dedicated to 
breaking gender, socioeconomic, & racial barriers 
in STEM education across Louisville. Through our 
multiple workshop programs & initiatives, we’ve 
directly impacted the lives of over 1500 students 
& will continue to spark a passion for STEM 
among disadvantaged and underrepresented 
students.
 We began as an after-school club at 
duPont Manual High School that aimed to help 
fellow peers with the science fair. However, after 
about a year, we saw that outside of our own 
high school, many  other schools & programs 
within Louisville did not receive as many 
resources & access to STEM education. So, in 
2017, we expanded into a 501(c)(3) non-profit 
working to overcome these barriers.
 Effective STEM education is not just 
valuable to improve academic performance— 
the right kind of learning influences students’ 
career options, worldview, and mindset. High-
quality STEM experiences have been shown to 
improve problem-solving skills, build confidence, 
and motivate students to enter high-paying 
jobs in the future. STEM programs like ours 
lead participants to view the world through 
an observation-based, curiosity-driven lens 
and have the power to open minds that have 
been closed by years of learning through rote 
memorization.
 We do this through multiple programs, 
initiatives, & workshops to reach as wide of an 
audience as we can. Innovation is one of our 
programs that aims to uplift high school student 
research. Our two prongs of Innovation are the 
Peer Mentorship Program & the Innovation 
Journal. The Peer Mentorship Program, renewed 
just this year, aims at connecting distinguished 
upperclassmen highly experienced with student 
research (such as placing or advancing to 
the state, national, or international level) to 
inexperienced student researchers. Mentors 
help mentees get exposure to the process by 
reading their papers, contacting labs/professors, 

and giving quick tips and advice before Science 
Fair Day. This program typically runs from 
September to March and from there, we begin 
the production of our annual, peer-reviewed 
Innovation Journal. In fact, some of the papers 
featured in this journal are products of the Peer 
Mentorship Program. This journal’s purpose is 
to showcase exceptional student research & 
provide inspiration for others to pursue their own 
investigation. 
 Louisville itself provides multiple 
opportunities for the world of student research. 
Kentucky itself contests a strong culture of 
research, sending more representatives in ISEF 
than most other states. LRSEF, the regional 
science fair, and DMHSRF, duPont Manual’s, work 
to show how student research is an important 
aspect in today’s STEM-oriented world. We highly 
encourage you to try it yourself and to reach for 
the stars!
 Innovation, just like our organization, is 
created and produced entirely by students. We 
cultivate strong partnerships among editors and 
authors and give writers the unique opportunity 
to publish high-quality, peer-reviewed work as 
a high schooler. Through this journal, we hope 
to spread our author’s innovative spirits and 
phenomenal research throughout the community. 
We believe that Innovation is a unique way to 
expose Louisville to STEM, and we will continue 
to produce and publish this journal for years to 
come. Enjoy reading! 

Sincerely,
The STEMY Innovation Team
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Paving the Path: Why Student Research 
 The opportunity to conduct research is 
one of the most valuable experiences for a high 
school student. It serves as a chance to work 
with research mentors, shadow experienced 
professionals in a field of interest, and learn 
innovative techniques. All it takes is asking 
a simple question or identifying a real-world 
problem, which can then culminate into an 
extensive project that often ends in a proposed 
solution. In fact, some of the papers published 
in this issue feature a lab setting; however, due 
to the nature of the pandemic, some of the most 
novel projects were done right at home. These 
home setting projects varied from culturing 
bacteria on the kitchen counter, compiling 
EMG signals on the computer, or physically 
building a listening device. Spandana Pavuluri, 
a featured author, describes how she adapted 
to the change. “In the midst of the pandemic, 
a lot of my original ideas for my project were 
pushed aside and I had to find something safe 
that I could do at home.” Regardless of the 
environment, these students have brainstormed 
innovative ideas and transformed them into final 
products that progress their field of study. 
 The process of research is a recursive 
one, that continues to pose new gaps for 
student researchers to tackle. One of the 
most influential aspects of student research 
is the opportunity to investigate an issue that 
impacts the local community. This issue features 
a variety of student research reaching large 
communities from self machine learning in 
prosthetics to creating an algorithm for paralysis 
with applications in conditions such as stroke, 
ALS, and cerebral palsy.  For instance, Shubh 
Gupta, a featured author, has been investigating 
the Traveling Salesman Problem, which aims 
to find the shortest path through a particular 
set of points — a problem with no general 
solution. However, after years of research, Shubh 
developed an estimation algorithm which is 
beneficial to “companies that deliver goods and 
are projecting the future, since they can get an 
estimation for the total distance without knowing 

the exact locations of the drop off locations.” 
Shubh describes his ultimate goal: “After reading 
my paper, I hope that people can recognize how 
seemingly abstract mathematical problems can 
have direct real world applications.” By further 
exploring them, in areas unknown to many, we 
can make our world more productive, efficient, 
and leave it a better place for all. 
 Moreover, research provides an 
opportunity for students to pivot towards issues 
impacting underrepresented communities. They 
are able to highlight issues that have impacted 
their own family or friends. This year, STEMY 
Innovation brought back their Peer Mentorship 
Program that provided inexperienced high 
school research students with award-winning 
student mentors to assist in their research 
inquiries. The Innovation Journal tackles the 
same initiatives as the Peer Mentorship Program 
with the purpose to showcase the outstanding 
work coming from underrepresented students 
across Louisville. Amidst the pandemic, Gokul 
Achaththekoot describes how he came up 
with an idea by simply noticing an everyday 
occurrence. “I came up with my project after 
constantly using disinfecting wipes to clean 
when guests came over, and I remember that it 
always left a super strong smell. I wanted to see 
if there were any health effects or how to see 
if it’s dangerous using these products at home.” 
Through independent research, students take 
a step towards implementing change in an area 
that has been inequitable towards serving their 
best needs. In higher level education, research is 
especially important for students pursuing STEM 
careers and yet there is a large disproportion 
of representation in research for many 
students coming from different backgrounds. 
Furthermore, student research is incredibly hard 
to publish without access to large laboratories 
and connections in academia. This makes the 
benefits of early research experience all the more 
important. 
 Undoubtedly, student research is a step 
towards a STEM-oriented career. It not only 
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Paving the Path: Why Student Research, Cont. 
influences a student’s future direction, but also 
helps one achieve goals through practicing hard 
and soft skills, such as academic writing and time 
management. Students are able to make useful 
connections with mentors and present their 
findings to experts in their field of study. Future 
employers often seek out prepared and resilient 
learners with previous experience in intensive 
problem-solving. As expressed by STEMY 
alumnus Eddy Zhong, a current sophomore at 
Yale, “If you do research in high school, that 
research mindset will already be second nature.” 
The impact of research is seen not only in its 
ability to strengthen the techniques of students, 
but also in allowing them to independently 
lead and realize the impact their work has 
beyond themselves. Recalling his own research 
experience, Zhong explains that “doing research 
helped me develop maturity as a person: any 
good research scientist knows that you will 
constantly face setbacks in your experiments, 
even if you've put in a lot of effort. However, the 
most important thing is always that you learn 
from every experiment that you do, and you keep 
going.” You can learn more about Eddy and his 
research in our Innovation 2018 edition.
 Research is a never ending process 
that sometimes presents more questions than 
answers, but in the end, it has a lifelong impact 
on the one performing the research. 
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Heavy Metal Removal On Industrial Wastewaters
Gia Mendiratta & Taylor Zekoski

duPont Manual High School
11th, Louisville, Kentucky

 Industries across the nation are 
incorporating heavy metals into their 
manufacturing, which creates the challenge 
of removing heavy metals from wastewater. 
Cadmium is a heavy metal that causes many 
health issues. The goal of this experiment was 
to discover how changes in pH level, loading, 
and mixing time affect the amount of cadmium 
particulate removed from treated wastewater 
in order to provide valuable data that would 
allow companies to more effectively remove 
heavy metals. The research sought to prove the 
hypothesis that optimal cadmium removal would 
occur at an adsorbent quantity of 125 mg, a 
mixing time of 20 minutes and a pH between 
2-4. Alumina was added to a 15ppm cadmium 
solution in varying quantities, eventually 
changing pH and mixing time. The samples were 
taken to ICP-AES analysis to determine the 
amount of cadmium removed from each sample. 
The results for the loadings samples supported 
the hypothesis as the 125 mg solution absorbed 
the most cadmium at 92.55%. The results for the 
mixing time samples supported the hypothesis 
as the solution with a mixing time of 20 minutes 
absorbed 92.02% of the cadmium. Since 
standards were not made with the pH adjusters, 
the pH results were inconclusive as we had no 
way of knowing the impact it had on the ICP 
AES analyses. This experiment concluded that 
alumina nanoparticles are effective at removing 
cadmium from wastewater, absorbing over 92% 
of cadmium under certain conditions.

 As the number of industries 
incorporating heavy metals, such as cadmium, 
into their manufacturing increases, the costly 
challenge of heavy metal removal from 
wastewater becomes direr. 
 Throughout the country, cadmium is 
being released into waterways. Cadmium, 
a bluish-white metal located in zinc ores, 
has many uses and can be found in several 
industries: such as batteries and solar cells. 
However, it is a toxic metal that does not 
corrode easily. While small amounts of cadmium 
can be naturally found in foods such as 
spinach, lettuce, and potatoes, large amounts of 
cadmium can cause a variety of health issues. Its 
exposure has been known to cause cancer, as 
well as target the body’s cardiovascular, renal, 
gastrointestinal, neurological, reproductive, 
and respiratory systems (Department of Labor 
logo UNITED STATES DEPARTMENT OF 
LABOR.). If it accumulates in the blood, mainly 
done through inhalation, it can cause several 
symptoms, including high blood pressure, kidney 
damage, and the destruction of red blood cells 
(Tripathi and Ranjan, 2015).
 Nanoparticles, defined as particles 
of matter that are between 1 and 100 nm 
in diameter, are an environmentally friendly 
and inexpensive, but effective way to remove 
dangerous heavy metals from the environment. 
While they have a few harmful environmental 
effects, they ultimately help the environment 
as they absorb contaminants and reduce the 
concentrations of free molecules of pollutants. 
The heavy metals are attracted to and attach 
to the nanoparticles because of the different 
positive and negative charges. Then, the 
solution is centrifuged, creating a supernatant 
above the solid residue. The solid residue traps 
the heavy metals attached to the nanoparticles, 
removing them from the supernatant above. 
An ICP machine (Iris Intrepid II) measures the 

ABSTRACT INTRODUCTION
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amount of cadmium particulate in a solution. 
(Taghavi et al., 2013).
 In 2010, an article was published on 
the “Simultaneous removal of heavy-metal ions 
in wastewater samples using nano-alumina 
modified with 2,4-dintriphenylhydrazine”; it 
tested alumina’s effectiveness on the removal of 
the metal cations Pb(II), Cd(II), Cr(III), Co(II), Ni(II) 
and Mn(II) from wastewater samples. The article 
and this study differ as this article is examining 
the effectiveness at which alumina can remove 
several differerent types of heavy metal ions, 
while this experiment is only testing one heavy 
metal, but is testing how three different factors 
affect its removal(Afkhami et al., 2010).
 This experiment examines the effects 
of pH level, loading, and mixing time, by using 
nanoparticles, in this study: alumina, adsorption 
to determine the amount of cadmium particulate 
left in treated wastewater. . This experiment 
will answer the question, “How do changes in 
pH level, loading, and mixing time affect the 
amount of cadmium particulate found in treated 
wastewater?” The results from this experiment 
will provide valuable data on how changes in pH, 
loading, and mixing time affect the effectiveness 
of cadmium removal using nanoparticle 
adsorption.
 The hypothesis of this experiment is as 
the pH of the solution becomes more acidic, the 
amount of cadmium particulate left in the solution 
will decrease; as the loading of the alumina 
increases, the amount of cadmium particulate left 
in the solution will decrease; as the mixing time 
approaches the median, the amount of cadmium 
particulate left in the solution will decrease. 
Cadmium Chloride (CdCl2), the molecule in the 
wastewater solution, is acidic, and alumina is 
basic. Therefore, they attach and are attracted 
to each other. If the solution they are in is more 
acidic, CdCl2 will most likely have a stronger 
attraction towards the basic alumina. If the 
loading, amount of alumina, increases, there will 
be more surface area for the CdCl2 to stick to, so 
more cadmium will stick to the alumina, and less 
will be left in the solution. If the mixing time is too 
short, the solid residue that contains the CdCl2 
attached to the alumina will not form below the 
supernatant, but if it’s too long the cadmium 
particles will detach from the alumina. The results 
from this experiment will provide valuable data 

on how different factors affect the efficiency 
at which cadmium is removed, acting on these 
insights will allow companies to more efficiently 
remove heavy metals.

 This experiment was conducted in a 
University of Louisville chemistry laboratory 
because it required the use of dangerous 
chemicals. First, a 15 parts per million (ppm) 
cadmium solution resembling the industrial 
wastewater containing large amounts of 
heavy metal cadmium was made. Using mole 
conversions, the number of milligrams (mg) of 
cadmium chloride needed for a 400 milliliter 
(mL), 15 ppm cadmium solution was calculated; 
9.8 mg, the calculated amount of cadmium 
chloride, was measured out using a scoopula 
to transfer the chemical, a weigh boat to hold 
the chemical being measured, and a top-loading 
balance to measure the cadmium chloride. 
400mL of deionized water was poured into an 
Erlenmeyer flask. Then, the 9.8 milligrams of 
cadmium chloride was poured into the flask 
with the deionized water, along with a magnetic 
stir rod. The solution was placed on a magnetic 
stirrer on low for 15 minutes. Finally, a pH 
reader measured the pH of the solution, which 
was recorded. When not in use, the solution 
remained covered to prevent exposure.
 For the loading samples, a pipette 
was used to transfer 10 mL of the cadmium 
solution into five plastic centrifuge tubes, used 
to measure out the 10 mL(each tube will have 
10 mL of the cadmium solution). A separate 
pipette was used to transfer 10 mL of deionized 
water into five plastic centrifuge tubes (each 
tube will have 10 mL of deionized water). The 
measured solutions and water were poured into 
corresponding jars. Weight boats were used to 
measure out 25 mg, 50 mg, 75 mg, 100 mg, and 
125 mg of alumina nanoparticles. Each of these 
measurements was poured into one of the jars 
with the cadmium solution. Each jar and plastic 
centrifuge tube was labeled with a serial number 
that will correspond with a sample description 
in a created chart. Each sample was vortexed 
for three minutes, so the nanoparticles were 
sufficiently incorporated. Each sample’s pH 
was measured and recorded. They were then 

METHODOLOGY
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transferred back to the corresponding plastic 
centrifuge tubes and were centrifuged for 12 
minutes at 4000 revolutions per minute (RPM). 
Finally, they were set aside in a tube rack.
 For the samples that altered in mixing 
time, there were five plastic centrifuge tubes, 
each  filled with 10 mL of the cadmium solution. 
Each of the tubes was filled with 75 mg of 
alumina nanoparticles. They were transferred 
to corresponding jars, labeled with individual 
serial numbers, vortexed for three minutes, and 
measured for pH. After being transferred back 
into the plastic centrifuge tubes, one of each type 
of sample was centrifuged for 12 minutes (min), 
16 min, 20 min, 24 min, and 28 min at 4000 
RPM. The samples were then set aside in a tube 
rack.  
 For the samples that altered in pH, there 
were five plastic centrifuge tubes, each filled 
with 10 mL of the cadmium solution. Each of 
the samples was transferred to separate jars 
and labeled with their individual serial numbers. 
Each of the jars was filled with 75 mg of alumina 
nanoparticles and was vortexed for three minutes. 
Then, pH buffers were added to the solutions 
until one of each type of sample had one of 
the following pHs: 4, 6, 8, 10, and 12. All of the 
samples were centrifuged for 12 min at 4000 
RPM and set aside in a tube rack.
 The control was a 10mL solution of 
cadmium chloride without the addition of the 
alumina nanoparticles. This control sample went 
through the same conditions as the other sample, 
except no nanoparticles were added. The solution 
of the vortex, centrifuged for 12 minutes at 4000 
RPM, filtered, and labeled. This sample was used 
to compare and determine the percentage of 
cadmium the treated sample removed.
 A filter was placed on the syringe used 
to transfer the supernatant into a new plastic 
centrifuge tube to be labeled and sent for ICP 
testing. The ICP testing emits photons that 
excite atoms and ions with a plasma, causing it to 
emit radiation at wavelengths characteristic of a 
particular element, helping to detect how much of 
the element remains in the sample. 

 The values produced by the alumina 
loading tests indicate the amounts of alumina 
that absorbed the most cadmium; the solution 
with 125 mg of alumina absorbed the most 
cadmium at 92.549%. The percentage 
of cadmium absorbed was calculated by 
subtracting the ICP produced a value of the 
15 ppm cadmium solution, 22.94, by the ICP 
produced value of the solution of 75 mg of 
alumina in deionized water, 1.707; this equaled 
21.233. The table also provides the standard 
deviation, which shows how close the values in 
each trial were to each other. All of the loading 
values had very low standard deviations, except 
the 25 mg, which means its trial values were 
more spread out or less consistent compared to 
the other samples. 

Figure 1
Percent of Cadmium Particulate Absorbed vs. Amount 
of Alumina Nanoparticles Loaded

 Figure 1 compared the percentage of 
cadmium particulate absorbed to the milligrams 
of alumina added to each sample. The bar graph 
shows that as the amount of alumina increases, 
so does the percentage of cadmium absorbed. 
The error bars on each sample were fairly small 
as the majority of the standard errors were less 
than one. This means that the given mean is an 
accurate representation of the true population 
mean. Furthermore, none of the error bars 
in the graph overlapped, which means that 
the difference between the samples may be 
significant.
 The t-test values were calculated for 
the loading amounts closest to each other. The 
experiment required a two-tailed t-test. The 
degree of freedom was 4, and the sampling 

DATA AND RESULTS
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distribution value was 2.776 at an alpha level 
of 0.05. When the t-test value is less than the 
sampling distribution value, the null hypothesis is 
accepted. The null hypothesis is, “The percentage 
of cadmium particulate absorbed for both 
of the loading amounts is equal.” When the 
t-test is greater than the sampling distribution 
value, the null hypothesis is rejected and the 
alternative hypothesis is accepted. The alternative 
hypothesis is, “The percentage of cadmium 
particulate absorbed for both of the loading 
amounts is significantly different.”  All of the t-test 
values showed significance or rejected the null 
hypothesis except the test between the 25mg 
and 50mg trials
 The raw data produced by the inductively 
coupled plasma (ICP) machine and the values 
calculated using that data with the samples varied 
in mixing/centrifuge time. The results from the 
mixing time test indicate that the sample that 
was in the centrifuge for 20 minutes absorbed 
the most cadmium at 92.017%. It also illustrates 
that all of the standard deviations were less than 
one. Additionally, the error bars on each of these 
samples were less than 0.5.

Figure 2 compared the percentage of cadmium 
particulate absorbed to the number of minutes 
each sample spent in the centrifuge. The bar 
graph shows that the greatest percentage of 
cadmium absorbed was found at 20 minutes 
and dropped at the greater and lesser times. 
Moreover, none of the error bars in the graph 
overlapped, which means that the difference 
between the samples may be significant.
The t-test values were calculated for the mixing 
times closest to each other. The experiment 
required a two-tailed t-test. The degree of 

freedom was 4, and the sampling distribution 
value was 2.776 at an alpha level of 0.05. The 
null hypothesis is, “The percentage of cadmium 
particulate absorbed for both of the mixing times 
is equal.” The alternative hypothesis is, “The 
percentage of cadmium particulate absorbed for 
both of the mixing times is significantly different.” 
All the tests had t-test values greater than the 
sampling distribution value, which means the 
hypothesis was rejected and the alternative 
hypothesis was accepted. 
 The results of the pH tests show that the 
sample that was in the basic solution of a 10 pH 
absorbed the most cadmium at 94.904 percent. 
The table also illustrates that all of the standard 
deviations were less than 0.3. Additionally, the 
error on each of these samples was less than 0.2.

Figure 2
Percent of Cadmium Particulate Absorbed vs. Mixing 
Time

Figure 3
Percent of Cadmium Particulate Absorbed vs. pH Values

 Figure 3 compared the percentage 
of cadmium particulate absorbed to the pH 
values of each sample’s solution. The bar graph 
shows that the greatest percentage of cadmium 
absorbed was found at a pH of 10  and lowered 
as the pH became more acidic. However, these 
results cannot be used to determine pH’s effect 
on the percent of cadmium absorbed because 
we did not make our standards with our pH 
adjusters, so we had no way of knowing the 
impact it would have on the ICP AES analyses, 
rendering the pH analysis inconclusive. This 
explains why some of the percentages of 
cadmium absorbed were negative.
 The results supported this hypothesis. 
The sample with the smallest amount of alumina 
at 25 mg absorbed the least amount of cadmium 
with 70.376%; the percentage of cadmium 
absorbed increased as the amount of alumina 
increased. The 125 mg of alumina solution, the 
solution with the largest amount of alumina, 
absorbed the most cadmium at 92.549%. The 

Heavy Metal Removal on Industrial Wastewaters
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data showed that larger amounts of alumina 
absorbed larger amounts of cadmium because 
as the amount of alumina in a solution increases, 
there is more surface area for the CdCl2 to 
adhere to; therefore, more cadmium will adhere 
to the alumina and less will remain in the solution. 
All the tests had t-test values greater than the 
sampling distribution value, which means the 
results are significant.
 The hypothesis for the mixing samples is, 
“As the mixing time approaches the median, the 
percentage of cadmium absorbed will increase.” 
The hypothesis was supported by the data as the 
median sample amount, 20 minutes, absorbed 
the most cadmium with 92.017%. As the mixing 
time drifted farther away from the median 
time of 20 minutes the percentage of cadmium 
absorbed generally decreased. The median time 
produced the best results because if the mixing 
time is too short, the solid residue that contains 
the CdCl2 attached to the alumina will not form 
below the supernatant, but if it’s too long the 
cadmium particles will fly off the alumina. All the 
tests had t-test values greater than the sampling 
distribution value, which means the results are 
significant.
 The hypothesis for the pH samples is, “As 
the pH of the solution becomes more acidic, the 
percentage of cadmium absorbed will increase.” 
This was predicted because cadmium chloride 
is acidic while alumina is basic. Since opposites 
attract, if the solution is more acidic, CdCl2 will 
most likely have a stronger attraction towards 
the basic alumina. Unfortunately, no conclusion 
could be drawn from these results because we 
did not make our standards with our pH adjusters; 
therefore, we had no way of knowing the impact 
it would have on the ICP AES analyses, rendering 
the pH analysis inconclusive. This explains why 
some of the percentages of cadmium absorbed 
were negative.
 In 2013, a study was conducted on 
the “Removal of cadmium (II) from simulated 
wastewater by ion flotation technique”. This 
study examined how different parameters, such 
as flow rate, frother concentrations, and ionic 
strength, influence the flotation process and the 
amount of cadmium being removed. It concluded 
that the sample with the maximum cadmium 
removal was 92.1% where ethanol was added at a 
concentration of 0.4% with a collector-metal ratio 

of 3:1 and a flow rate of 150mL/min. Since both 
the cadmium and the collector were effectively 
removed from the wastewater, the results were 
deemed promising (Salmani et al., 2013). This 
study is similar to this experiment because 
they both focus on the removal of cadmium 
from wastewater. Furthermore, the results in 
each experiment showed that cadmium was 
effectively removed, as the maximum cadmium 
removal/percentage of cadmium absorbed 
was above 92%. However, these two studies 
differ as the 2013 study used the ion flotation 
technique, and this experiment used the 
adsorption technique. Both these methods can 
be considered possible solutions to the cadmium 
contamination issue.
 In conclusion,  alumina nanoparticles 
are effective at removing cadmium from 
wastewater, as it absorbs over 92% of cadmium 
under certain conditions. This experiment 
will provide valuable data on how different 
factors affect the efficiency at which cadmium 
is removed, which wastewater producing 
companies can use to more effectively remove 
heavy metals. 
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Effect of Quaternary Ammonium Compounds on the Growth of 
Mealworms

Gokul Achaththekoot
duPont Manual High School

10th, Louisville, Kentucky

 Quaternary Ammonium Compounds 
(QACs) are antimicrobial agents that are used 
to eliminate bacteria and are found in products 
that advertise antimicrobial activity. During the 
ongoing pandemic, disinfectant agents are being 
used more frequently to remove unwanted 
bacteria. To assess the potential health effects on 
mealworms, 2 QACs (Ammonium Hydroxide (AH) 
& Benzalkonium Chloride (BC)) were exposed 
in various concentrations (0.005, 0.01, 0.02 for 
BC & 1.0, 1.5, and 3.0 for AH) for 15 minutes 
daily for 2 weeks, and their change in length 
was recorded. The alternate hypothesis was that 
as QAC concentration increased, mealworm 
length would decrease. In addition, 2 positive 
controls of Lysol (BC- 0.1076%) & Windex Glass 
Cleaner (AH- 12%) were used to compare the 
individual QACs effects as these reagents have 
been studied to show a negative effect on the 
length in the previous project. Mealworms were 
used for this project, as they possess similar 
neurotransmitters to humans, like acetylcholine, 
which respond to growth status and fumes, but 
in a much shorter time. The results revealed 
mealworms exposed to AH have an effect on 
the length between 90-96% compared to the 
untreated group, whereas BC groups have an 
effect on the length between 90-93% compared 
to the untreated group. The statistical T-tests 
showed significant differences in all treatments 
of AH and BC except AH 3.0% & BC 0.02%, and, 
therefore, the alternate hypothesis was accepted.

 Quaternary Ammonium Compounds 
(QACs or Quats) are antimicrobial agents that 
are commonly found in many products used 
for removing bacteria. They have been noted 
to have adverse effects when exposed to 
animals in varying concentrations (Bellevue/
NYU, 2015). The purpose of this project is 
to test different concentrations of the main 
Quaternary Ammonium Compounds against 
mealworms, with positive controls of actual 
disinfecting agents. This is based on how 
QACs provide an effect on human beings 
because the concentrations are enough to kill 
bacteria, so their safety concentration could 
still cause potential animal/human effects. Also, 
mealworms are used for this experiment as they 
provide a comparison of how different animals 
and humans would react on a much faster scale. 
(Clark, 2016). 
 QACs are primarily used alone but can 
be added or combined with other compounds 
to produce disinfecting agents. They have been 
added to dishwashing liquids, hand soaps, 
window cleaners, “all-purpose” cleaners, floor 
products, baby-care products, disinfectant 
sprays and wipes, air fresheners, and other 
cleaning products that advertise antimicrobial 
activity. Inside liquids, QACs are solid 
substances. They do not evaporate into the 
air but do leave behind a residue when used. 
Different household cleaners contain different 
combinations of many QACs (Bellevue/NYU, 
2015). As these compounds are widely used in 
common household products, their potential 
health hazards are often overlooked. In many 
studies, it has been shown that the QACs can 
cause mild skin irritations, gastrointestinal 
issues, asthma, eye and mucous membrane 
issues upon mists, and are also linked to 
reproductive issues (Bellevue/NYU, 2015). 
During the current COVID-19 pandemic, the 

ABSTRACT INTRODUCTION



13
INNOVATION           Volume 4: 2020-21     www.stemy.org

products with these QACs are more widely used 
by people to eliminate unwanted germs. This 
study will be a continuation of a previous study 
that looked at how disinfectant wipes played a 
role in the growth of mealworms, which did have 
an effect of shortening the mealworms’ growth.
         The first QAC this experiment will be 
testing is ammonium hydroxide. Ammonium 
hydroxide (NH₄OH) appears as a clear, colorless 
solution. Ammonium hydroxide is very toxic to 
aquatic life and can cause severe skin burns and 
eye damage. Additionally, it is considered an 
environmental hazard and is labeled as corrosive 
(National Center for Biotechnology Information, 
2020). Ammonium hydroxide is found in common 
household cleaners, used as a food additive, and 
is also an ingredient in cosmetics for denaturing 
purposes. Ammonium Hydroxide is found in 
the common household cleaner: Windex Glass 
Cleaner, at a concentration of 12% in the 
solution (SC Johnson Global Safety Assessment 
& Regulatory Affairs, 2018). The toxicity of this 
chemical, as mentioned before, can be mitigated 
by using it in low concentrations. For this 
experiment, low concentrations will be exposed 
to mealworms, and masks, eye protection, and 
gloves will be worn for handling this substance
         The second QAC this experiment will be 
testing is N-alkyl dimethyl benzyl ammonium 
chloride or benzalkonium chloride. It is a clear, 
colorless liquid, odorless, and dissolves in water 
easily. It is used in QACs, as a fungicide, virucide, 
sanitizer, and disinfectant (United Lab Co., 2015). 
This experiment will use Lysol Disinfecting Spray 
as the positive control for benzalkonium chloride, 
as Lysol Disinfecting Spray contains 0.1076% 
benzalkonium chloride. It is required to be 
handled in a fume hood, so it is not to be inhaled, 
ingested and is not recommended for skin/eye 
contact (United Lab Co., 2015). However, since 
this experiment will use very low concentrations 
of the chemical, it will not require a fume hood 
while handling. To mitigate the toxicity when 
handled at a low concentration dissolved in water, 
masks, gloves, and eye protection will be worn. 
         This project’s test subjects will be 
mealworms. Mealworms provide a comparison to 
how animals and humans would react, on a much 
faster time scale, and they also exhibit human-like 
reactions to chemical stimuli (Clark, 2016). More 
so, numerous studies have used mealworms as a 

basis for testing different compounds or effects 
of fumes. Mealworms and humans contain 
similar neurotransmitters in their nervous system 
that allow them to react to fumes and growth 
status as humans would do but in a much shorter 
period, allowing for observation (Collins et al, 
2017). Such neurotransmitters, like acetylcholine, 
play a huge role in the growth and development 
of animals in both humans and mealworms 
(Brown & Ingianni, 2006). Additionally, 
mealworms go through expected life processes, 
and testing compounds on them allow us to see 
any discrepancies that could lead to evidence of 
toxicity. 
 Currently, work on the effect of QACs 
has been limited. One recent study tested the 
exposure of quaternary ammonium disinfectants 
on mice, and their studies showed that an 
increase in exposure led to a decrease in 
the fertility of the mice (Melin et al., 2014). 
Additionally, another study tested the effect 
of QACs on acute airways in mice, and the 
study showed a rise in respiratory pulmonary 
diseases and a loss of a certain stigma in the 
respiratory system (Larsen et al., 2012). These 
studies show the adverse effects of QACs 
role in producing complications and further 
disadvantages, but they do not focus on the 
growth and development of animals exposed 
to QACs. However, the majority of studies and 
research done on QACs are more toward the 
effect of QACs on bacteria, and how to test 
their antimicrobial activity. This experiment 
will be focusing on the effect of QACs on the 
growth and development of mealworms. This 
project is a continuation of a previous project 
done that tested the effects of disinfectant 
wipes on the growth of mealworms. In the 
previous experiment, the results indicated that 
disinfectant wipes did have an effect on the 
growth as higher concentrations of QACs were 
in the wipe, and a greater time was exposed of 
the wipe to the mealworm. In this study, the 
majority of the testing will be comparing the 
effect of common household cleaners containing 
the previously mentioned QACs and testing the 
effect of varying concentrations on mealworms. 
As per research, no additional work has been 
done on mealworms specifically to QACs. 
         In conclusion, the purpose of this project 
is to assess the effects of varying concentrations 
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METHODOLOGY

of quaternary ammonium compounds on 
mealworms, while measuring the effect of 
additional QAC exposure in common household 
cleaners on the growth and development of 
mealworms. This study hypothesizes that the 
mealworms exposed to QAC compounds that 
have a higher concentration of the prevalent 
compounds will have retarded growth compared 
to the control group and the lower concentration 
of compounds exposed group. This project will 
be mentored by Dr. Aruna Vashishta, at the 
University of Louisville’s School of Dentistry in 
the Oral Immunology and Infectious Disease 
Department. The mentor will help in acquiring 
and preparing the dilutions of the compounds 
used in the project and will also help in designing 
and interpreting the results. The project will 
be conducted on the below-ground floor of a 
residential building in Louisville, Kentucky. Masks, 
gloves, and other necessary precautions will be 
worn to conduct this experiment safely.

 First, the chemicals benzalkonium chloride 
and ammonium hydroxide needed for the 
experiment were obtained through the mentor, 
Dr. Aruna Vashishta. Then, the chemicals were 
diluted in their appropriate concentrations by the 
mentor in their lab, as some chemicals required 
a fume hood: benzalkonium chloride in 0.005%, 
0.01%, and 0.02% and ammonium hydroxide in 
6%, 12%, and 18%. Other necessary materials, 
such as the 250 mealworms, 9 Ziploc®️ 
containers for mealworms, a 32-oz Lysol All 
Purpose Cleaner, a 23-oz Windex Glass Cleaner, 
and 8 Petri dishes were obtained. Ziploc®️ 
containers were weighed on a gram scale and 
air holes were punched for the mealworms to 
breathe. Next, the mealworms were placed 
in 8 containers for positive control, and the 
testing subjects with 25 mealworms in each. 
The untreated control group, consisting of 50 
mealworms, were placed in their respective 
Ziploc®️ container. 
 After this, the mealworms in their 
containers were weighed on a gram scale to see 
the starting overall weight, and the calculation 
of the Ziploc containers was removed from the 
equation to derive the mealworms’ weight. Next, 
10 mealworms were picked out randomly from 
the testing units and 20 from the untreated 

control to be measured randomly to get the 
average mealworm length before the experiment 
began. This was done to make sure that the 
weight and length of the mealworms were similar 
in the experimental group and there was no 
significant difference in weight and length at 
the beginning of the experiment. One day was 
allotted for the mealworm to get accustomed 
to its environment before testing began, as 
other experiments involving animal participants 
required the animal to acquire an understanding 
of its environment beforehand. 
 After this allotted time, the desired 
amount of 10mL of each concentration was 
placed on each of the Petri dishes, which were 
respectively placed in the 8 testing containers 
for 15 minutes once daily. A timer was used to 
record the 15 minutes, and after the time was 
up, the Petri dishes were removed from the 
containers. These 15 minutes were given so that 
all the mealworms could properly inhale and be 
exposed to the QACs for the experiment. This 
process was done every day for two weeks.
 Finally, the change in weight and length, 
was measured for each experimental group as 
well as the untreated controls. Mealworms were 
placed in a refrigerator overnight and disposed of 
the next day. The experiment was repeated for a 
total of 3 trials to make sure the reproducibility 
of the experiment was met. The total change 
in weight, as well as length in each of the 
experimental groups compared to the untreated 
control, was recorded on an excel sheet. T-tests 
and an ANOVA statistical test were conducted 
to decipher the effect of QACs on mealworm 
growth.

DATA AND RESULTS
 After the experiment was completed, the 
data and results were recorded in the graphs 
below. Trial 1 showcases an average increase, 
whereas trial 2 and trial 3 represent an average 
decrease in weight by 1.89 g and 2.25 g, 
respectively. In addition, the percent changes 
of mass were all significantly different from the 
control. The controls were put in as 100% change, 
and each trial’s data was accommodated to keep 
the ratio. 
 Overall, the trend showcased that 
mealworm average length decreased in every 
experimental group. To show significance, 
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Figure 1: 
Ammonium Hydroxide group bar graph representing 
Inferential Statistics

the experimental groups were divided into 
their categories about their QAC. Windex 
Glass Cleaner was grouped with Ammonium 
Hydroxide groups, while Lysol was grouped with 
Benzalkonium Chloride groups. 

 Average mealworm lengths were 
graphed in Figure 1, and statistical significance 
was found using a two-tailed t-test comparing 
each group to the control. In all groups 
but Ammonium Hydroxide 3.0%, statistical 
significance was found. Figure 2 was graphed 
to represent the Lysol & the Benzalkonium 
Chloride data group.

Figure 2: 
Benzalkonium Chloride groups bar graph representing 
Inferential Statistics

 In this group, a statistical analysis 
conducted showed that all groups except 
Benzalkonium 0.02% were statistically valid. 
Overall, the main trends include weight overall 
decreasing and mealworm length decreasing. 
Also, Lysol groups (0.9171) overall retained a 
lower percentage in mass when compared to 
the Windex Glass Cleaner group (0.9200).  All 

t-test significance analyses were taken from 2 
degrees of freedom. This trend, similar to the 
graphs, also shows that the significance in most 
experimental groups (except AH 3.0 and BC 
0.02) was statistically valid. After t-test results 
and data analyses were complete, results were 
comprehended.

CONCLUSION
 To assess the safety of QAC 
concentrations used in different disinfectants, 
this project tested different concentrations of 
the main QACs used in the disinfectants on 
mealworms. Different concentrations of QACs 
are considered toxic and since QACs are found 
in multiple disinfecting agents, it is vital to 
understand the effect of these compounds on 
human health.
 Overall, the trends showcased revealed 
that all of the groups in which any compound 
(i.e. positive controls and experimental groups) 
showed reduced growth when compared 
to the control group. In the Ammonium 
Hydroxide group, the mealworms showed a 
5-10% reduction in length when compared 
to the control group. However, in Ammonium 
Hydroxide 3.0% the change in length is not 
statistically significant as the variation in the 
experiment was higher. In the Benzalkonium 
Chloride groups, the mealworms showed a 
7-10% reduction in length compared to the 
control. However, the Benzalkonium Chloride 
0.02% (highest concentration) again showed 
more variation in between experiments and so 
could not be analyzed.
 Additionally, in the Lysol & Benzalkonium 
Chloride groups, only two trials were reported 
as there was a heavy loss of mealworms in 
the third trial. In the case of the Ammonium 
Hydroxide groups, all 3 trials were considered. 
Noticing that the Benzalkonium Chloride 
mealworms grew in a less percentage, it can 
be concluded that the exposure to a higher 
toxic chemical (benzalkonium chloride) and the 
addition of other QACs inside the Lysol spray 
affected the mealworm’s growth. In the previous 
year’s project, the mealworms exposed to Lysol 
Disinfecting Wipes also grew the least when 
compared to the other experimental groups. 
This may be due to the addition of multiple 
other QACs inside Lysol Disinfecting Wipes, 
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like ethanol, nonanal, octanol, and lauramine 
oxide (EWG, 2016). All of these chemicals are 
known to have multiple side effects, such as 
general irritation, skin burns, and acute aquatic 
toxicity. Furthermore, benzalkonium chloride 
is much more toxic than ammonium hydroxide 
and is considered corrosive and a major skin 
irritant (United Lab Co., 2016). For these reasons, 
benzalkonium chloride showed less growth 
overall in the mealworms.
 Ammonium hydroxide, however, has 
less effect on the growth of mealworms. 
Although it is considered dangerous and 
corrosive, it meets more standards of safety 
than benzalkonium chloride, as it is in the 
yellow triangle zone (National Center for 
Biotechnology Information, 2020). The project 
showed that as the concentration of ammonium 
hydroxide increases the variability in the length 
of mealworms increases and therefore the two 
lower concentrations showed significance while 
the highest concentration used in the project did 
not show significance.
 When considering the effects of the 
overall experiment, mealworm biology may show 
that the gain in length would be dependent 
on the stage of the mealworm at the start of 
the experiment as well as what conditions the 
mealworm would have been exposed to before 
starting the experiment. Since these different 
stages are varied, this may explain why the 
weight categories were high in variation, from 
an increase in the first trial to a slight decrease 
in the second. Mealworms also contract and 
get shorter as they near their pupa stage, so the 
growth may have been diminished/minimized to 
continue this stage (Foss, 2019). Weight gains/
losses were not considered for the effect of the 
QACs as there was no correlation determined.
The differences in the toxicity of benzalkonium 
chloride and ammonium chloride could be due 
to exposure time and the volatile nature of 
compounds. Mealworms were only exposed for 
15 minutes for 2 weeks, which serve little time 
to impact overall stage growth. Possible sources 
of error may have come from a cold temperature 
in the environment, which may have contributed 
to diminished growth, and/or the compounds 
being at varying levels of exposure depending 
on evaporation rates. At times, the compound 
may have spilled into the container, which may 

give for mealworms dying due to ingestion of 
their food and QAC. These errors were avoided 
as little as possible, but are essential to consider 
when looking at the overall explanation. Also, the 
weight variation shows no trend, so this pattern 
may have been a possible source of error to 
see if the mealworms’ stage at which they were 
purchased was consistent. This error is probable 
as different trials got mealworms from different 
stages. Trial 2 of benzalkonium chloride groups 
showed that these heavy losses of mealworms 
may be due to the condition of the mealworms 
before experimentation or how they reacted to 
the environment they were exposed to.
 Future research about the effects of QAC 
could be taken to a level where reproductive 
success, overall health, or other side effects 
could be assessed. This may include other 
animals, as mealworms provide a little outlook 
into these processes. Higher concentrations, 
varied concentrations, or a mixture of different 
QACs may show how overall QACs affect 
different groups of animals. It is also important to 
consider testing QAC levels that were found to 
affect bacterial growth to make sure that these 
QACs are still able to do their primary function 
as antimicrobial agents.
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Medium and Insulator Combination Most Effective to Retain 
Temperature
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10th, Louisville, Kentucky

 Renewable energy has been an emerging 
field due to the unsustainability of nonrenewable 
resources such as fossil fuels. Solar energy has 
become a growing sector of renewable energy, 
transforming the energy in sunlight to stored heat 
or electricity. However, solar energy has the issue 
of intermittence, meaning it is not always readily 
available. Thermal energy storage (TES) systems 
can help alleviate this issue. Concentrated solar 
power (CSP) harnesses solar energy that can heat 
up a storage medium. This medium is carried to a 
TES system, which stores the heated medium in 
an insulator. The purpose of this experiment was 
to find a combination of medium and insulator 
that would best retain heat. This led to the 
hypothesis that a fiberglass insulator and sand 
medium would be able to retain heat the greatest. 
In this study, 4 mediums were tested under a CSP 
device to measure effectiveness to gain heat. 
Three insulator materials were tested with heated 
water to measure the ability to retain heat. Sand 
was found to have the highest mean temperature 
increase (36.6°C versus 30.8°C oil and 20.0°C 
water). Fiberglass was found to have the lowest 
mean temperature decrease (6.4°C versus 8.9°C 
polyester and 8.0°C styrofoam). All mediums 
had significantly more temperature increase than 
the control without CSP while all insulators had 
significantly less temperature decrease than the 
control without insulating material. These results 
indicate that sand and fiberglass are promising 
materials to use in TES and that CSP is an 
effective method to increase temperature. 

 Renewable energy has become 
an emerging field due to the continual 
consumption and adverse effects of fossil fuels. 
The burning of fossil fuels such as coal, natural 
gas, and oil for energy emits pollutants into the 
atmosphere. Many of these pollutants increase 
the amount of solar energy that is absorbed 
and trapped by the earth’s atmosphere, known 
as the greenhouse effect (Xu & Cui, 2021). The 
greenhouse effect has disruptive ecological 
and environmental effects by confining heat 
in the atmosphere, potentially causing climate 
change and acid rain. The need for sustainable 
sources of energy has thus grown, as renewable 
energy causes little to no environmental 
pollution and is easily accessed by many 
people. Solar energy has become a growing 
sector of renewable energy, transforming the 
energy in sunlight to stored heat or electricity. 
Two main methods can be used to generate 
energy using sunlight, photovoltaic (PV) 
collector and concentrated solar power (CSP). 
PV collectors generate electricity directly by 
using semiconductor materials and displacing 
particles that are stored or transmitted in the 
electricity grid. CSP is a method of focusing 
sunlight using reflectors on a storage medium 
to generate a large amount of energy in a small 
area (Gonzalo, Marugán, & Márquez, 2019). 
Silver mirrors are commonly used in CSP 
systems, as they reflect near all light that hits 
the surface of the mirror. However, solar energy 
has the issue of intermittence, meaning it is 
not always readily available, especially in the 
night hours. Additionally, there are increased 
energy demands of electricity during the night 
hours and many industrial plants must run 
on a continuous flow of energy, reducing the 
potential applications of solar energy. However, 
thermal energy storage (TES) systems can help 
alleviate the issue of intermittence. CSP can 
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heat up a storage medium that is carried to a TES 
system, which stores the medium with thermal 
energy that can be tapped at later times. Types 
of storage mediums include liquids, organic 
solids, and inorganic solids. TES allows for the 
storage of transformed solar energy throughout 
the night, expanding the applications of solar 
energy (Koçak, Fernandez, & Paksoy, 2020). TES 
is critical in maintaining the sustainability of solar 
energy, bridging the temporal gap so stored solar 
energy can be used even when solar energy is 
not available (Sarbu & Sebarchievici, 2018). TES 
also expands the applications of solar energy past 
electricity production, making direct air heating 
and water heating possible. Methods to increase 
the efficiency of TES systems are important, as 
minimum amounts of energy should be lost when 
collecting solar energy. The different aspects 
of TES that are important include the type of 
medium used and insulation materials used in the 
storage vessel of the medium. 
 The thermophysical properties of materials 
used greatly affect the effectiveness of TES 
(Alva, Liu, Huang, & Fang, 2017). Thermophysical 
properties include specific heat, vapor pressure, 
and conductivity. Other factors like cost and 
availability are also considered. Materials of 
particular importance are the storage medium 
used and the insulator materials for the storage 
vessel, both of which will be investigated in 
experimentation. 
 The experimental question is: “What 
combination of storage medium and insulator 
material in solar thermal energy storage will 
be most effective to retain temperature?”. The 
independent variable is the combination of the 
storage medium and insulator material. The 
dependent variable is the amount of time it takes 
for the insulated storage medium to cool to room 
temperature, which measures the ability to retain 
heat. The hypothesis is that the ability to retain 
heat will be greatest when fiberglass and sand 
are used. The increase in temperature of different 
storage mediums (namely water, oil, and sand) 
along with the temperature decrease over time 
with 4 types of insulators will quantify the ability 
to retain heat. 
 For example, Kumaresan et. al. 
investigated the use of thermal energy storage 
for conventional cooking, highlighting an 
important application of TES. In their paper, 

fiberglass is named as an insulator for the 
thermal energy storage unit (Kumaresan et al. 
2016). Current experimentation will further test 
the effectiveness of fiberglass and two other 
insulators to retain heat.
 Another paper collected data from 
different ways to store water as a medium, 
providing insight into not only the insulators 
that can be used but the mode of storage. 
However, other mediums such as sand were 
not tested (Slama & Ellasoued, 2018). Current 
experimentation will continue the discussion 
of storage methods and limitations of multiple 
mediums in TES.

METHODOLOGY

 Two rounds of experimentation were 
done for each trial to measure the effectiveness 
of a medium and insulator combination in 
thermal energy storage (TES).

Medium preparation
 
 The mediums used in this experiment 
were water, oil, and sand. For each type of 
medium, 1.5 cups are placed in an 18.5 x 14 
cm shallow glass container, serving as the 
experimental group. For the control, 0.5 cups 
of medium was placed into small, circular glass 
containers to a depth of 1.5 cm. Thermometers 
were situated in each container such that 5 
cm is fully submerged in the medium, ensuring 
an accurate measurement. After adding the 
thermometers, a thin transparent covering 
was applied to each container. The starting 
temperature of each medium was held constant 
between the control and experimental groups.

Temperature measurement of the medium in 
CSP setup
 
 In the concentrated solar power (CSP) 
setup, different mediums were heated in a 
CSP device. A CSP device was used in the 
experiment because this type of device utilizes 
a medium. It serves as a solar energy collector 
by heating the medium, which is directly 
related to the TES systems being investigated. 
Additionally, concentrating solar power on a 
medium is representative of real-world solar 
power collectors, allowing for an increase in 
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DATA AND RESULTS

temperature beyond external conditions. 
 Four flat 18 x 18 cm silver mirrors were 
used to create a CSP device. Three mirrors were 
placed upright in a row, with the central mirror 
angled slightly down. The two adjacent mirrors 
were also tilted down such that light from the 
sun was reflected on a small band in front of the 
central mirror. The fourth mirror was secured 
to the top of the central mirror, angled further 
down to reflect sunlight above the bottom 
mirrors. Tape was used to secure mirrors into 
position.
 The experimental groups were placed 
inside of the CSP device, such that the 
concentrated light points directly in the center 
of the bowl. The control was a medium that 
was not placed into the CSP device, but still in 
direct sunlight. The temperature of the control, 
experimental group, and the environment 
was recorded in degrees Celsius in 10 minute 
intervals for 50 minutes. Each time temperature 
was recorded, the mirrors and position of the 
CSP device were adjusted to let light fall directly 
on the medium. In current experimentation, the 
CSP setup will be effective by using four mirrors 
to concentrate solar energy onto the medium.

Insulator preparation

 The insulators used in this experiment 
were fiberglass, polyester, and styrofoam. These 
insulators were placed around each bowl of 
heated medium in all directions to a thickness of 
approximately 3 cm. A control group was a bowl 
without surrounding insulator material.

Measurement of heat loss in medium storage

 Insulators are an integral portion of 
TES, which need insulators to prevent heat 
loss in storage overnight or in periods without 
sunlight. Measuring heat loss in an insulator 
experiment was performed because it tested 
the effectiveness of the different insulators to 
retain heat. The insulator with the minimal heat 
loss was determined using this experimentation 
method.
 In the medium storage experimentation, 
0.5 cups of water heated to 50 degrees Celsius 
was placed into 3 identical circular glass bowls 
with each insulator with a diameter of 10 cm.

The control group was placed into an identical 
fourth bowl, ensuring that the temperature in 
each bowl is 50 degrees Celsius. The circular 
bowls each had a thermometer inside and a thin 
transparent covering, surrounded by an insulator.  
 The temperature in degrees Celsius was 
measured in 10 minute intervals for 50 minutes 
for the control and experimental groups. Each 
heat loss experiment was conducted in an indoor 
setting at a constant temperature of 21.7 degrees 
Celsius, lower than the outdoor temperature. 
 This method is ideal because temperature 
is an easily quantifiable measure of the 
effectiveness of different insulator materials. This 
method accounts for differences in medium by 
making the medium in each insulator water.
Each experimentation will be done on 3 types 
of insulator material and 3 types of medium. 
Analysis of the extent of heat loss using certain 
insulators and the increase in temperature of the 
medium in a CSP device together will determine 
the effectiveness of a combination of medium 
and insulator.

Temperature of medium in CSP device

 Average temperature for water, oil, 
and sand in the CSP device across all trials (n 
= 7) was graphed over time, shown in Figure 
1. A general trend for all mediums for the 
average temperature is the general increase of 
temperature as time progresses through each 
experiment. Another trend for all mediums is 
that the rate of average temperature increase 
decreased over time. Average temperature for 
water begins to level off towards 50 minutes, 
but to a lesser extent than oil and sand. Between 
0 and 10 minutes, the temperature of water 
increased on average from 22.2 to 30.0 °C, a 
difference of 7.8 °C. However, the temperature 
from 40 to 50 minutes only increased from 40.2 
to 42.2 °C (difference of 2.0 °C). Between 0 and 
10 minutes, the temperature of the oil increased 
on average from 24.0 to 39.0 °C, a difference of 
15.0 °C. However, the temperature from 40 to 
50 minutes only increased from 53.2 to 54.8 °C 
(difference of 1.6 °C). Between 0 and 10 minutes, 
the temperature of water increased on average 
from 23.7 to 41.6 °C, a difference of 17.9 °C. 
However, the temperature from 40 to 50 minutes 
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only increased from 58.4 to 60.2 °C (difference 
of 1.8 °C). Because the temperature increase 
from 40 to 50 minutes was less than that from 0 
to 10 minutes for water, oil, and sand, the rate of 
temperature increase for each medium decreased 
over time.

Figure 1

 Average temperature increase can 
be used to quantify the effectiveness of the 
medium to collect heat derived from solar 
energy. The average temperature increase along 
with standard error for each medium is displayed 
in Figure 2. The positive sign of the mean 
temperature increase for all mediums rationalizes 
the general trend of increasing temperature over 
time for each medium. 
 The average temperature increase under 
CSP for water was 20.0 ± 2.53 °C, for oil was 
30.8 ± 2.74 °C , and for sand was 36.6 ± 4.00 
°C. The average temperature increase of the 
control for water was 7.8 ± 1.83 °C, for oil was 
12.8 ± 2.30 °C , and for sand was 11.9 ± 1.82 
°C. Sand had the highest mean temperature 
increase while water had the lowest. Because 
the error bars on the graph- shown as one 
standard error above and below the mean- do 
not overlap, the mean temperature increase 

Figure 2

for each medium is significantly different from 
other mediums. This supports the alternative 
hypothesis that there will be a greater increase in 
temperature when using sand over the other two 
mediums. 
 The temperature of each medium under 
a CSP device is significantly different from the 
control which was not placed in CSP (Pwater 
= 2.404 × 10-3, Poil = 3.247 × 10-4, Psand = 
4.191 × 10-4). The P-value was determined 
from a student t-test with significance achieved 
when P < 0.05 (threshold value). This statistical 
test compared the temperature of each medium 
under CSP and without CSP, supporting that 
CSP was an appropriate method to significantly 
increase the temperature of each medium using 
solar energy. 

Measurement of heat loss in medium storage

 The average temperature of water in each 
insulator material across all trials (n = 7) was 
graphed over time, shown in Figure 3. A general 
trend for fiberglass, polyester, and styrofoam is 
that the average temperature of water decreases 
as time progresses through each experiment. 

Figure 3

 Average temperature decrease can 
be used to quantify the effectiveness of the 
insulator to retain heat in the medium. The 
average temperature decreases along with 
standard error for each insulator and the control 
is displayed in Figure 4.
 Fiberglass had the lowest mean 
temperature decrease while styrofoam had 
the highest. Because the error bars on the 
graph- shown as one standard error above and 
below the mean- for all 3 insulator materials 
overlap, the mean temperature decrease for 
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CONCLUSION

 The need for a dependable source of 
renewable energy has grown in recent years. 
Solar energy is a promising sector of renewable 
energy. Mediums such as water store energy 
derived from the sun in TES systems. Mediums 
are transferred to insulators that retain heat so 
solar energy can be utilized even when the sun is 
not present. The purpose of this experiment was 
to find a combination of medium and insulator 
material that would best store and retain heat, 
respectively. This ultimately provides beneficial 
information on the types of materials that can be 
used in a TES system to best store solar energy. 
 A general trend seen in the results was 
each medium in CSP having a higher mean 
temperature increase over the control, proving 
that CSP was a successful method in the heating 
medium. This is rationalized by the positive 

each insulator is not significantly different from 
other insulators. This supports the null hypothesis 
that there will not be a significant difference in 
average temperature decrease when using one 
insulator over the other two insulators.

 The average temperature of water in 
each insulator is significantly different from the 
control which was not placed in an insulator 
(Pfiberglass = 2.76 × 10-6, Ppolyester = 1.54 × 
10-3, Pstyrofoam = 1.91 × 10-5). The P-value 
was determined from a student t-test with 
significance achieved when P < 0.05 (threshold 
value). This statistical test compared the 
temperature of each medium with and without 
an insulator. This result is also supported by 
Figure 3 in that the average temperature for all 3 
insulators over time was notably higher than the 
temperature of the control without an insulator. 

Figure 4

sign of the mean temperature increase for all 
mediums. Another trend was each insulator 
retaining more medium heat than a control 
without any insulators, rationalized by the control 
having a large temperature decrease above all 
other insulator values. 
 The data confirmed that the sand medium 
had the highest average temperature increase 
in a CSP device (16.34 °C compared to 11.66 
°C for oil and 6.86 °C for water). The average 
temperature was shown to be significantly higher 
than water and oil. This supports the hypothesis 
that sand would have the highest temperature 
increase because it had the highest average 
temperature increase out of all mediums. Data 
also confirmed that insulators, regardless of 
material, retained heat significantly more than a 
control without an insulator (Pfiberglass = 8.53 
x 10-5, Ppolyester = 1.43 x 10-3, Pstyrofoam = 
2.73 x 10-4, significance value was 0.05). This 
indicates that insulator materials were successful 
in retaining heat from the medium. Results show 
that fiberglass had the lowest mean temperature 
decrease, meaning it retained heat the best. This 
supports the hypothesis that fiberglass would 
best retain medium heat. 
 For example, Sun et al. used molten salts 
as a medium in research, showing how other 
medium types other than water, oil, or sand are 
used commercially (Sun et al., 2021). Results from 
this paper support this current experimentation 
in that the average temperature increase of the 
medium was more when in a CSP than without. 
However, this paper had conditions at a much 
higher temperature suitable for large scale TES. 
Additionally, Kumaresan et al. investigated heat 
storage in TES using fiberglass as an insulator, 
using similar methods in current experimentation. 
However, their study uses a much thicker layer 
(0.15m), indicating that thickness of the insulator 
may be important in retention of medium heat. 
Physical material properties may explain the 
results of current experimentation. Specific heat 
capacity is the amount of heat it takes to warm 
1 gram of substance by 1 degree Celsius. A 
higher specific heat capacity means that it takes 
more energy to warm the material up compared 
to other materials with a lesser specific heat 
capacity. The specific heat capacity of water, 
oil, and sand are 4182, 1790, and 830 J/kg*C, 
respectively (Specific heat of some common 
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REFERENCESsubstances). This predicts the results from 
experimentation in that water had the highest 
specific heat capacity and sand had the lowest. 
Sand having the lowest specific heat capacity 
means that it takes the least time to heat up, and 
that leaving it in CSP for the same amount of 
time with another medium with a higher specific 
heat capacity would result in sand having a 
higher temperature. 
 Thermal conductivity measures the 
ability to conduct heat. The thermal conductivity 
of fiberglass, polyester, and styrofoam are 
0.04, 0.05, and 0.033, respectively (Thermal 
Conductivity of some selected Materials and 
Gases). A higher thermal conductivity would 
be expected to allow for more heat to be lost 
when storing a heated medium. Data support 
that insulators all have significant retain heat 
over control. However, experimentation found 
that there was not a significant difference 
between the 3 variables. Thermal conductivity 
would predict for styrofoam to have the highest 
potential to retain heat, indicating that more 
experimentation should be done to determine 
support for this hypothesis.
 The varied outdoor environment from 
one trial to the next in the CSP setup may 
have affected the results of one trial. However, 
performing multiple trials may have lessened 
the effect of this source of error. Alteration in 
the methodology that would further reduce 
this potential source of error is to increase the 
number of trials for both the CSP setup and 
insulator heat retainment.
 Potential further research includes 
experimenting with different mediums inside 
of each insulator material along with water. As 
previously stated, specific heat capacity may 
influence the ability of the medium to retain heat 
in an insulator. Doing such an experimentation 
would provide additional information about each 
medium in retaining heat, not just gaining heat 
as was investigated in current experimentation. 
Additionally, trials can be conducted to extend 
the time that the medium is in CSP and insulators 
to more than 50 minutes. 
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 The purpose of the study was to 
determine the effects of added zinc on plant 
type Vigna unguiculata subsp. unguiculata, on 
the height of the plants and the chlorophyll 
content in the leaves. Zinc contamination soil 
is becoming a prominent issue, as soil is a finite 
resource and soil pollution impacts crop yields 
and quality. It was hypothesized that if the 
amount of added zinc was greater than 200 ppm, 
plant growth would decrease, and chlorophyll 
content would decrease. If the amount of added 
zinc was between 0 and 200, plant growth would 
increase, and chlorophyll content would increase. 
To test the hypothesis, forty Vigna unguiculata 
subsp. unguiculata plants were planted in forty 
Styrofoam cups, with 100 grams of sterilized 
organic soil in each cup. The plants were divided 
into four groups, and each group received 0 ppm, 
100 ppm, 200 ppm, or 300 ppm of zinc sulfate 
fertilizer. Sixteen milliliters of water was given to 
the plants every day, and height measurements 
were taken every alternate day. Chlorophyll 
concentrations were determined through the 
use of a colorimeter; this was done once at the 
end of the experiment. Based on the results of 
the t-tests performed, it can be concluded that 
there may be an inhibitory impact on chlorophyll 
content in leaves when zinc is added to the soil 
(p<0.05), but there is no statistically significant 
impact on adding zinc to the soil on the height of 
black-eyed peas (p>0.05).

 Zinc contamination in soil is becoming 
an ever-relevant issue today. It is vital that the 
soil present today is taken good care of, since 
95% of the foods consumed today are indirectly 
or directly produced on soils. Soil pollution 
has also impacted food security; pollution can 
reduce yields and quality (“Polluting Our Soil,” 
2018) and human activities such as mining and 
steel production can increase the amount of 
zinc released into the environment (Agency for 
Toxic Substances and Disease Registry, 2015), 
potentially contaminating soil and water. The 
purpose of the experiment was to determine the 
effects of added zinc (in ppm) on plant height (in 
millimeters) and chlorophyll content (measured 
using a colorimeter). 
 Plants are multicellular organisms that 
use photosynthesis to create their own food. 
They consist of two main organ systems: the 
shoot system, which are the parts of the plant 
that typically grow aboveground, and the 
root system, which is typically underground, 
supporting the plant while taking in water and 
minerals. Plant tissues belong to one of two 
groups: meristematic and non-meristematic, 
or permanent, tissues. Meristematic tissue 
cells are found in regions where the plant is 
growing (meristems). The following are 3 types 
of meristems: apical meristems, which allows 
a plant to increase length of stem and roots, 
lateral meristems, in which a mature plant can 
increase its thickness, and intercalary meristems, 
which allow leaf blades to increase in length. In 
contrast, non-meristematic tissues have cells 
that no longer actively divide (“The Plant Body,” 
n.d.). 
 As mentioned previously, plants use 
photosynthesis to fulfill their nutritional 
requirements. Chloroplasts consist of an outer 
and inner membrane, stroma (fluid found inside 
the inner membrane where DNA, ribosomes, 
proteins, and the thylakoid system can be found 
floating in it), and a thylakoid system (where 
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METHODOLOGY

chlorophyll is found and where the light reactions 
of photosynthesis occur). 
 Chlorophyll is a pigment found in 
chloroplasts. Two main types of chlorophyll exist, 
chlorophyll a and b; they are different in their 
side chains. Chlorophyll a has a side chain of 
CH₃, and b has a side chain of CHO. Both types 
are effective photoreceptors because of their 
structure. Chlorophyll has a porphyrin ring in the 
middle of the molecule, with a magnesium atom 
as the central atom. The porphyrin ring serves as 
the part of chlorophyll that absorbs light energy 
making it important for photosynthesis (May, 
2000). 
 For plants, zinc is an essential 
micronutrient. Zinc is a part of many enzymes 
that regulate growth in plants (Sutradhar, Kaiser, 
& Rosen, 2016), and it plays a role in immune 
defense (Cabot et al., 2019). However, both a 
lack of zinc and excess of zinc is problematic 
for the plant (Cabot et al., 2019). As Sutradhar, 
Kaiser, and Rosen (2016) put it, lack of zinc, or 
zinc deficiency, can be clearly identified in corn 
plants, with large white stripes on the leaves, 
and stunted growth being the most obvious 
symptoms. They also say to make sure of zinc 
deficiency by analyzing plant tissue. Soil texture, 
soil temperature and other factors have been 
linked to zinc deficiency, as well (Sutradhar, 
Kaiser, & Rosen, 2016). Symptoms of excess zinc, 
or zinc toxicity, are chlorosis, the yellowing of 
leaves, and rolling of the leaves, among others 
(Rout & Das, 2003). Results of zinc toxicity in 
plants include little or no flower production, 
stunted root growth, and inhibition of iron 
translocation in some cases (Rout & Das, 2003). 
 Due to the fact that both low and high 
concentrations of zinc proves detrimental to 
plants (Cabot et al., 2019), zinc homeostasis 
mechanisms are able to provide just enough zinc 
to cells at any given time and in any environment. 
They consist of many proteins that function 
as transporters and synthesizers of chelators 
(Assunção, Schat, & Aarts, 2010). Sinclair and 
Kramer from Ruhr-Universität Bochum in 
Germany mention in a study analyzing the use 
of zinc in land plants that zinc homeostasis 
networks are developed exclusive to the 
species of the plant, so specific species can 
“thrive in different soils ranging from extremely 
Zn-deficient to highly Zn-polluted” (Sinclair & 

Kramer, 2012). 
 It is hypothesized that if the amount of 
added zinc crosses a certain threshold (> 200 
ppm), plant growth will decrease, and chlorophyll 
content will decrease. However, if the amount of 
added zinc is between 0 and that threshold, plant 
growth will increase, and chlorophyll content will 
increase. This hypothesis is a possible answer to 
the question: How does added zinc affect the 
growth and chlorophyll content of plants? 
 Some other studies have been done 
concerning the effects of high concentrations 
of zinc and other metals on plants. In one such 
study, conducted by a group of researchers in 
Pakistan, vigna radiata plants were hydroponically 
grown. The plants were grown in pots containing 
nutrient solutions either with or without zinc. 
The effect of zinc was observed on plant growth, 
chlorophyll content, mineral content, and protein 
content. It was found that zinc concentrations 
increased the plant growth and chlorophyll 
content, with 2 μM being the best concentration 
for the plants. However, it was also observed 
that phosphorus content decreased as the 
concentration of zinc changed from 1 μM to 2 
μM (Samreen et al., 2017). Sugar beet plants 
were hydroponically grown in another study, 
with the various nutrient solutions containing 1.2 
(control), 50, 100, and 300 μM zinc, specifically 
zinc sulfate. It was observed that plants grown 
with high concentrations of zinc experienced 
stunted growth, decreased nitrogen, magnesium, 
manganese, and potassium content, and a 
damaged root system, among other observations 
made (Sagardoy et al., 2009). 
 The experiment to be described will not 
follow the two studies aforementioned, although 
the main components were the same: plants 
and zinc. The plants were grown in sterile soil, 
not in hydroponics, to help in simulating similar 
conditions as farmers when planting their own 
crops. 

 Black-eyed peas were obtained and 
planted into a Styrofoam cup. One pea was 
planted into each cup, which contained 100 
grams of potting soil with no added fertilizers. 
The soil was sterilized by placing it in an oven 
and baking at a temperature of 180 degrees 
Fahrenheit for thirty minutes, to remove any 
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DATA AND RESULTS

 The mean plant height of all the dates for 
the plants in soil containing 200 ppm of zinc were 
higher than all of the other plants, and the mean 
plant height for the plants in soil containing 300 
ppm were lower than all of the other plants. For 
example, consider the mean plant height for these 
groups on December 17th, 2020. For the 200 
ppm group, the mean plant height was 116.76 
mm, comparative to the mean plant height for 
the 300 ppm group, which was 80.41 mm. These 
values were the highest and lowest mean plant 
heights, respectively. Close to the start of the 
experiment, it was observed that the mean plant 
height for the plants in soil containing 0 and 100 
ppm of soil were similar, but then the difference 
increased between the two as the experiment 
continued. 
 It can be seen that the trend mentioned 
previously is shown in this graph: the 200 ppm 
group had the highest mean plant height, and 
the 300 ppm group had the lowest mean plant 

harmful bacteria in the soil. Then, zinc sulfate 
fertilizer containing 35.5% zinc and 16.5% sulfur 
was mixed into containers filled with sterilized 
soil such that the concentration of zinc sulfate 
fertilizer to soil is 0, 100, 200, and 300 parts 
per million (ppm), representing the control and 
the three levels of the independent variable, 
respectively. Sixteen milliliters of water was 
given to the plants ten for each level of the 
independent variable, with forty in total every 
day after planting of the peas, with height 
measurements taken a week and three days after 
planting. The plants were receiving light energy 
from LED light bulbs placed in lamps for ten 
hours each day. 
 For each measurement of the chlorophyll 
content of each plant, one square centimeter of 
leaf was cut out of each plant, and placed in five 
cm³ of acetone, which was in a glass tube with 
a screw-on cap. These tubes were refrigerated 
for five days, as the chlorophyll was extracted 
from the leaf. The solution was transferred to a 
cuvette, and using a colorimeter, the absorbance 
values, measured as absorbance units, at 635 
nm were determined. Chlorophyll content was 
calculated once, with the leaves being cut out 
three weeks and six days after planting. The 
experiment lasted approximately one month.

Figure 1: Display of the mean height on the last day of 
height data collection
height.
 It was noticed that the standard error of 
the mean (SEM) of each value, displayed by the 
error bars on the graph, were similar to each 
other, and that visually, the mean heights of the 
plants in soil containing 0 ppm and 200 ppm are 
also similar to each other. 

Figure 2: Graph displaying the mean height at any 
given date, with trend lines

 It was made evident that when outfitted 
with a linear trendline, the slopes were similar 
to each other. These slopes were 5.47 for the 
0 ppm trendline, 4.89 for the 100 ppm, 5.62 
for the 200 ppm, and 4.62 for the 300 ppm 
trendline. Ultimately, a polynomial trendline 
(with degree 2) was chosen to outfit the graph, 
because it would simulate growth cycles more 
efficiently.
 It was noticed that the mean absorbance 
values were similar to each other for the leaf 
samples from the plants grown in soil containing 
200 ppm of zinc and 300 ppm, with the values 
being 0.0918 and 0.0962 AU, respectively. It 
was also noted that the mean absorbance value 
for the leaf samples from the 0 ppm group was 
much higher than the other absorbance values. 
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CONCLUSION

 It was noticed that the median values 
were similar to the mean values of their 
respective data points. For example, the median 
on December ninth, 2020, for the 0 ppm group 
was 42.15 cm. In comparison, the mean on that 
date was 43.87 cm.
 It was noted that compared to the 
medians of the height data, these median values 
varied more from their respective mean values. 
It was also noticed that the median values were 
more similar to each other.
 It was noticed that the variance, 
calculated using the height data from the last 
day of data collection, for each group was quite 
high, as well as the standard deviation. It was 
also noticed that the standard deviation values 
were similar to each other.
 It was noticed that the variance, 
calculated using the absorbance values, and 
consequently the standard deviation of the 100 
ppm and the 300 ppm groups were the same, 
and the variance and the standard deviation of 
the 200 ppm group was similar.
 It should be noted that when performing 
a t-test using the variance value for the 300 
ppm group and a different variance value, the 
t-test value would be greater than 1. The two 
t-test values that were calculated not using the 
300 ppm variance value were both below 1. 
Comparing the t-values of the height data to 
the expected value (1.833) resulted in the null 
hypothesis being accepted, and the research 
hypothesis unsupported (p > 0.05).
 It was noticed that all of the t-values were 
greater than 10, and that the t-values labeled 
“T-Test: Absorbance: Control vs. 100 ppm” and 
“T-Test: Absorbance: Control vs. 200 ppm” were 
similar to each other. Comparing the calculated 
t-values of the absorbance data to the expected 

value resulted in the research hypothesis being 
supported, and the null hypothesis being rejected 
(p < 0.05).

Figure 3: Mean absorvance values vs. ppm of Zinc

 Overall, the hypothesis was supported 
by the findings of two studies: one, concerning 
hydroponically grown Vigna radiata plants 
found that zinc concentrations increased the 
plant growth and chlorophyll content, but 
that phosphorus content decreased as the 
concentration of zinc changed from 1 μM 
to 2 μM (Samreen et al., 2017). In the other 
study, concerning hydroponically grown sugar 
beets, observed that plants grown with high 
concentrations of zinc experienced stunted 
growth, decreased nitrogen, magnesium, 
manganese, and potassium content, and a 
damaged root system, among other observations 
(Sagardoy et al., 2009). 
 Throughout the experiment, the plants 
treated with 200 ppm of added zinc consistently 
had the highest mean height measurement, 
and the plants treated with 300 ppm of added 
zinc consistently had the lowest mean height 
measurement (see Figure 2). At first glance, this 
may suggest that 200 ppm of added zinc is the 
best for Vigna unguiculata subsp. unguiculata, 
and that 300 ppm of added zinc is the worst 
for Vigna unguiculata subsp. unguiculata, 
as predicted by the research hypothesis. 
However, comparing the t-values for the height 
measurements to the expected value (1.833) 
resulted in the null hypothesis being accepted, 
and the research hypothesis unsupported (p 
> 0.05). Thus, the trends mentioned above 
concerning the height measurements are not 
significant enough to be considered actuality.
 Another trend observed was in the 
collection of the absorbance values of the 
chlorophyll-acetone solutions when light at 
a wavelength of 635 nm ran through it. The 
control, despite not having the highest mean 
height measurement, had the highest mean 
absorbance value (see Table 2 for quantitative 
values, and Figure 3 for a visual representation). 
When comparing the calculated t-values for 
the chlorophyll content measurements to the 
expected value, it resulted in the research 
hypothesis being supported, and the null 
hypothesis being rejected (p < 0.05). 
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 Every year, Tuberculosis infects 10 million 
people and kills 1.5 million due to slow and 
inaccurate means of testing for it, and because 
Tuberculosis hits hardest in countries lacking 
medical infrastructure. The purpose of this 
project was to create a deep learning algorithm 
that can diagnose Pulmonary Tuberculosis (the 
most common form of Tuberculosis Disease) 
via chest x-rays and integrate that model into a 
web application. This allows for accessibility and 
speed, as anyone with basic knowledge about 
computer operation would be able to use this, 
and because Deep Learning models are extremely 
fast once trained. The final application allowed 
users to get on, pick a chest x-ray from their 
computer through an interactive file window, and 
upload and get their results with the click of a 
button. Another Deep Learning model was also 
integrated to prevent images other than Chest 
X-rays from being uploaded. 
 The goal of this project was to achieve 
an 80% accuracy with the algorithm and a 100% 
upload success rate with the web application. The 
final accuracy was 85%, and the upload success 
rate was 100%, so the engineering goal was met. 
This project could help towards the effort to 
reduce tuberculosis infections and help humanity 
become a step closer to eradicating this disease.

Keywords: Pulmonary Tuberculosis, Deep 
Learning, Convolutional Neural Network, Web 
Application, X-ray

 Tuberculosis (TB), an infectious disease 
caused by the Mycobacterium Tuberculosis 
bacteria, is one of the world’s oldest and 
most widespread diseases. The World Health 
Organization reports that over 1.4 million people 
died from TB in 2019 and that it is the leading 
cause of death from a single infectious agent 
(“Tuberculosis (TB),” 2020). The situation is also 
worsening with Multidrug-resistant TB patients 
increasing by 10% between 2018 and 2019 
(“Tuberculosis (TB),” 2020). 
 One of the major reasons for the 
difficulty behind controlling the spread of 
tuberculosis is that there are two kinds of 
it, Latent TB and TB disease. Although both 
diseases are caused by the same bacteria, Latent 
TB is an infection that can’t be spread, while TB 
disease occurs when Latent TB suppresses the 
immune system and transitions to an infectious 
form (Lee, 2016). According to one estimate 
from Houben and Dodd (2016), a quarter of the 
world’s population could have latent TB. Taking 
into account the large number of people infected 
with Latent TB, the capability of Latent TB to 
evolve into TB disease, and the infectiousness of 
TB disease explains why TB has been extremely 
difficult to control.
 A factor that complicates the problem 
behind controlling TB disease is the inefficient 
and inaccurate method of testing it. To test 
for Pulmonary TB, the most widespread form 
of TB disease, one has to give two to three 
samples of their sputum (a mixture of saliva 
and mucus). These samples have to be stored 
at a temperature below 32 degrees Celsius and 
delivered to a microbiology lab where they are 
screened individually for signs of Mycobacterium 
Tuberculosis by a specialist (Cudahy & 
Shenoi, 2016). This process, known as “smear 
microscopy”, has remained largely unchanged for 
over a hundred years (Nicol, 2010) and is very 
error-prone, cumbersome, and time-consuming. 
This process detects only half of all tuberculosis 
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cases (Mavenyengwa et al., 2016). This means 
that about half of all Pulmonary TB patients 
go undetected and spread their disease in the 
public, which in turn drives more infections. At 
the turn of the 21st century, researchers began 
to question the accuracy and efficacy of the 
smear microscopy process. Gennaro (2000), for 
example, reported that better methods were 
needed to diagnose tuberculosis accurately 
for the purpose of developing and testing 
potential vaccines. Perkins and Cunningham 
(2007) emphasized the urgent need for a faster 
and more accurate method of diagnosis for 
Pulmonary TB in their study, stating that the HIV 
epidemic (which is a comorbidity factor for TB) 
had invalidated the strategy behind using the 
smear microscopy process (waiting until patients 
developed severe symptoms) due to the fact 
that TB was being spread too quickly to keep 
transmission and mortality under check. 
Although various methods of testing were 
proposed and analyzed in many studies like the 
ones above, none of them even came close to 
what was required. For example, some of the 
more modern means of diagnosis, such as the 
QFT-Gold method and the T SPOT.TB tests 
have average accuracies of between 70% to 
85% (Schluger & Burzynski, 2010). Although 
these are major improvements over antiquated 
methods such as smear microscopy, they aren’t 
sufficient for keeping a widespread epidemic 
under control.

Diagnosis using Deep Learning

 In more recent times, several researchers 
have converged upon the idea of using Deep 
Learning to diagnose pulmonary tuberculosis. 
Deep Learning is a method of data analysis 
where algorithms based on the human brain are 
fed large datasets (LeCun et al, 2015). Based 
on the data acquired, the algorithm can then be 
used to predict outcomes based on incomes. 
These predictions can be extremely accurate, 
especially in the field of disease diagnosis. This 
is due to the fact that a deep learning analysis 
consists of a highly detailed analysis, which can 
capture a plethora of details a human may miss 
(Litjens et al., 2016).
 A number of studies have already taken 
advantage of this powerful technology to 

create disease-diagnosing algorithms. A 2018 
study created an algorithm for diagnosing heart 
disease and achieved a 96% accuracy rate 
(Manogaran et al.). This approach has also been 
applied to diagnosing tuberculosis, and several 
studies have achieved improved accuracy rates. 
In the study conducted by Qin et al. (2019), a 
deep learning model that achieved an accuracy 
rate of 74% was developed. Another notable 
example is a study that developed an algorithm 
with a 79% accuracy at diagnosing tuberculosis 
based on chest x-rays (Hwang et al., 2019). 
This shows that deep learning offers the most 
promising upgrade in diagnosing tuberculosis. 
 Deep Learning algorithms take advantage 
of the fact that TB causes inflammation in the 
lungs, and this causes high contrast pixels to 
appear in the chest x-ray, such as in Figure 
1. When an algorithm detects enough high 
contrast pixels to pass a pre-set threshold, the 
x-ray is flagged as PTB positive. Furthermore, 
especially in severe cases of PTB, fibrous 
scarring may occur in certain regions of the 
lungs. Fibrous scarring of the lungs is essentially 
the formation of scar tissue to heal damage, 
except that the scar tissue doesn’t fade away. 
This can cause various complications such as 
blood clots, lung collapse, lung infections, and 

Figure 1: Examples of 
high contrast pixels 
occurring in chest 
x-rays due to PTB

Figure 2: Fibrous 
scarring in the chest 
x-ray of a PTB patient
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even death if untreated. Fibrous scarring is highly 
visible, even to the human eye, as shown in 
Figure 2. 

Gaps in current technology
 
 While deep learning algorithms are heavily 
improving the accuracy and speed of diagnosing 
Pulmonary Tuberculosis, also known as PTB, 
they are still not accessible. According to a 2019 
study, developed deep learning models are not 
being enabled for widespread accessibility and 
use, which severely impacts their usability (Qin 
et al., 2019). Furthermore, most developed 
algorithms don’t use optimization techniques 
such as removing background noise and other 
unnecessary details, which could impact the 
performance of algorithms (Rachna & Swamy, 
2013). The aim of this project is to fill these gaps 
and develop a Convolutional Neural Network that 
can analyze chest x-rays for signs of Pulmonary 
Tuberculosis, and integrate it into a web 
application (a type of deep learning algorithm) 
that is accessible and highly accurate. The model 
will be made more accurate than others by using 
multiple optimization techniques (removing 
background noise, refining images, etc.). The 
algorithm will also be more accessible because 
it will be integrated within a web application, 
which means that anyone would be able to 
upload a chest x-ray and get highly accurate 
results within seconds. This would enable mass-
testing campaigns to be executed more easily and 
inexpensively.

METHODOLOGY
 In order to achieve the aims of this project, 
two deep learning models were developed. The 
first one was to diagnose Pulmonary Tuberculosis 
in chest x-rays, and the second one was to 
prevent images other than chest x-rays from 
being uploaded to the application, as this may 
interfere with the application’s performance. 
These models were then integrated into the web 
application in order to make a fully functioning 
application. The model for diagnosing pulmonary 
tuberculosis was trained on a dataset from the 
National Library of Medicine website, and all of it 
was thoroughly de-identified.
 This project was conducted based on a 
Non-Experimental Engineering Design, and the 

Engineering method for AI Software Development 
was used. This method was custom-created and 
involved first developing the AI component and 
thoroughly testing it, and then creating any other 
components (in this case, the web application). 
Then, all the components were integrated in 
a seamless manner. This method was partly 
inspired by Hwang et al.’s study, which dealt with 
using deep learning to diagnose heart disease 
via cardiograms. The prerequisite to completing 
this web application was to have an organized 
file structure and sort each image into separate 
folders based on whether it was positive or 
negative for Pulmonary Tuberculosis. The same 
needed to be done for the dataset used to train 
the second model to recognize chest x-rays apart 
from other images.  
 The first and foremost step after meeting 
the prerequisites was to import all the required 
python libraries using the following import 
statements. After this, both Machine Learning 
models needed to be created and saved. This 
was done in two separate code files (one for 
each model), and the primary libraries used were 
TensorFlow and Keras. During the training of the 
CNNs, several steps had to be confirmed as done 
in order to ensure proper model performance. 
 The first step was the Convolution 
operation, which is used to remove unnecessary 
features from the image and make it simpler, 
converting the image into what is known as a 
Feature Map. The next step was to apply the 
ReLU layer, which breaks up linearity in the image 
caused by applying the convolution operation. 
The third step was pooling, which is done to 
ensure that important features of the image are 
detected no matter where they are located in 
the image. The fourth step was Flattening, which 
transforms the pooled feature map into a column 
of pixels, which makes it easier for the deep 
learning model to be trained on it. The final step 
was to deploy a number of hidden layers onto the 
model and pass each pixel into the hidden layer 
neurons, which can be compared to nodes that 
are in charge of looking at specific features of the 
image and activating if it finds the feature. The 
model trains itself over and over on every single 
image in the dataset to figure out which neurons 
activating corresponds to which final output. 
Once this was done, the model was finished. In 
Figure 3 is an example of a CNN that is intended 
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to classify images of Cats and Dogs. 
 The initial column is the flattened feature 
map that is fed into the model. The layers in 
between are the hidden layers, and each green 
circle is a neuron. This image shows an example 
of how each neuron activates and shows the 
probability of it correctly identifying the feature 
in an image. Depending on the value of the 
probabilities and which of the neurons activated, 
the model makes a decision about which class 
the image belongs to. Once the models are 
created and trained on their respective datasets, 
the .save() method can be used so that the 
model doesn’t have to be trained each time the 
website is used. Using the .save() method was a 
major turning point/breakthrough in this study. 
Prior to this, the model had to be fully trained 
every time the website was loaded, which took 
up a tremendous amount of time. The study 
done by Litjens et al. mentioned the .save() 
method as very helpful for this purpose.  
 After the models are trained and saved, 
work on the web application was started. 
The first page that needs to be created is the 
landing page, and this can be almost anything. 
It only needs to have clear directions to get to 
the upload page. This file was titled index.html, 
and the Flask route to it is simply “/” since it is 
the default page. The accepted method for this 
should only be GET since POST is not required 
here. The next page on the web application 
was the upload page, and the Flask route can 
be anything as long as it’s clear that this is the 
upload page. The allowed methods on this page 
were “GET” and “POST”, as both are required on 
this page. The page had to be able to re-train the 
model using the saved files from previously, and 
the training here took less than 5 seconds. Then, 
the user needs to be able to upload an image 
using an interactive file window, and the page 
needs to first analyze if it’s a chest x-ray or not. 

Figure 3: A sample covolutional neural network

If it isn’t, then the user needs to be redirected 
to a page where it notifies them of a possible 
mistake and lets them override the action if they 
think it’s a mistake. If the upload is a chest x-ray, 
then the user needs to be able to see whether 
or not the chest x-ray is positive or not for 
tuberculosis. This was done by designating class 
indices in the code and then using those class 
indices to figure out what the meaning of the 
code output is. The final set of code files is given 
in the appendix of this paper. 
 For each image upload, the actual 
accuracy according to the dataset was recorded. 
Then, five trials were conducted for each image. 
Each trial involved uploading the image to the 
web application and recording the model’s 
prediction and upload status (whether or not 
the image was uploaded correctly). And then, an 
overall prediction was selected depending on 
which prediction the model made the most for 
each image. An overall upload status was also 
chosen by a similar process. This was repeated 
for each of the 132 chest x-rays in the test 
set, 66 of which were Pulmonary Tuberculosis 
positive and another 66 which were Pulmonary 
Tuberculosis negative.

DATA AND RESULTS

 After applying the data collection method 
described above for each of the images in the 
test set, the final prediction accuracy for the 
model was shown to be 85%, along with a 100% 
upload success rate.

Figure 4: A pie chart compiled from the results that 
depict the number of correct and wrong predictions

 A prominent trend that was found in the 
data was that the model, although not always 
correct in its prediction, was always consistent.  
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 If the model’s prediction for an image was 
negative, then the rest of the four predictions 
were bound to be negative. The same trend 
applied to positive predictions. Another 
unexpected result was the 100% upload success 
rate, due to the fact that no optimization 
frameworks or code processes were applied 
to make the uploads consistently successful. 
This can be attributed to the method, which 
was the Engineering method for AI software 
development. This method placed greater 
emphasis on developing the AI component 
and other components separately (the Web 
Application component in this case), and then 
spending almost as much time on ensuring they 
work together seamlessly. The main reason for 
the 100% upload success rate was most likely 
due to the fact that a lot of time was dedicated 
to making sure they work together, even if no 
file upload optimizations were used. 
 Another prominent trend in the data was 
that the model had more failures at analyzing 
Pulmonary Tuberculosis accurately on chest 
x-rays from patients that lived in urban areas, as 
shown in Figure 5.

Figure 5: A bar graph comparing prediction failures from 
urban vs rural patients

 According to Fang et al., this can be 
attributed to the fact that disease spreads more 
in urban settings. This allows more cases where 
there are variants of the most widespread strain 
of Tuberculosis to spread. Since the model isn’t 
trained to accommodate different strains of 
the disease, this may be affecting the model’s 
accuracy. The reason that this isn’t the case in 
rural areas is due to the fact that rural areas, in 
general, have a low population density, so the 
disease spreads less and in turn, mutates less. 
Although this trend should apply everywhere 

on the planet, it should be mentioned that this 
dataset was acquired from China. Due to the 
high population density of China, this trend may 
not be as obvious elsewhere in the world when 
comparing urban and rural results. 
 Overall, there are many factors that 
impact the model’s accuracy. However, the 
model seems to work well overall. As for the 
second model that is supposed to detect images 
uploaded that are not chest x-rays, that model 
achieved a 98% accuracy. A lot of time wasn’t 
spent on this model as it wasn’t vital to the 
project’s completion. The high accuracy can be 
attributed to the fact that chest x-rays are very 
different from most images. The model could 
take advantage of this to be able to differentiate 
between images easily and efficiently.

CONCLUSION
 After executing the method, new 
conclusions and understandings could be drawn 
using the results generated from the data 
collection process and these results could be 
compared with those of previous studies. The 
researchers in these previous studies have been 
able to achieve accuracies that are above 70% 
while trying to create deep learning algorithms 
to diagnose Pulmonary Tuberculosis. However, 
the fact that image refinement and training 
optimization techniques were used in this project 
enables it to achieve higher accuracies. This is 
because Hwang et al.’s study ignored the use of 
these techniques, and the rest of their algorithm 
was almost the same in terms of architecture, 
quality of data, and size of the dataset. Based on 
this, it can be said that these image refinement 
and training process optimization techniques 
have a large impact on overall algorithm accuracy. 
The accuracy of the algorithm developed in 
this project was 85%, which both meets the 
engineering goal and exceeds the accuracy of 
previous algorithms made for this purpose by a 
large margin.
 Furthermore, the successful implication 
of web application integration makes this form 
of testing a lot more practical and accessible. 
The web application was able to consistently 
accept uploads while being able to differentiate 
between images that were chest x-rays and those 
that weren’t. The web application achieved a 
100% upload success rate, which was part of the 
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 Nearly 10% of 2 million amputees in the 
United States have wrist or hand amputations, 
driving the need for cheaper prosthetics to 
provide affordability for low-income amputees 
and other populations. Thus, the purpose of the 
engineering project is to construct and operate 
an EMG-powered prosthetic hand that aims 
to use cheap building materials to go in the 
right direction of filling the needs and issues of 
existing prosthetics. The engineering goal is that 
all of the cardboard hand’s tested attributes will 
remain statistically insignificant to non-cardboard 
prosthetic hands in replicating finger flexion. The 
design process starts with the construction of the 
cardboard hand, by individually constructing each 
digit, the palm, and forearm. Thus, the electrical 
components of the Arduino board, breadboard, 
servo motors, and wires are assembled to the 
forearm, remaining accessible to the programming 
computer. The code developed consisted of 
rotating the servo motor based on the values 
collected by the muscle sensor. Prior to the 
design and coding development, the data 
collected consists of the main attributes of the 
prosthetic hand such as speed, strength, range 
of motion, weight, and cost will be collected and 
compared to existing non-cardboard prosthetics. 
Upon the completion of experimentation, 
statistical analysis shows a significant difference 
in degrees per second and strength, while 
showing an indifference between the range of 
motion, thus not satisfying the engineering goal. 
In conclusion, the use of cardboard, and cheap 
materials lead to the liable speed and strength, 
while improving the range of motion, weight, and 
cost.

 Amputation is the removal of a body part 
due to trauma, disease, or surgical complications. 
Amputees are assigned a prosthesis - an 
artificial body segment or limb that acts as a 
rehabilitation device and compensates for the 
loss of a limb’s function. The three main types of 
prosthetics include: cosmetic, body-powered, or 
myoelectrical prosthetics, which all take nearly 
2 to 6 weeks to manufacture, customize, and 
fit. The overall size, autonomy with working 
muscles, durability, and haptic feedback are 
all major factors in determining if a prosthetic 
hand is appropriate for patient use. The main 
way hands are still able to operate after an 
amputation is through a myoelectric prosthetic. 
These prosthetics usually range from $30,000 
upwards towards $100,000 which deters 
many towards cheaper options (Lam, n.d.). The 
steep price tag is a result of the arm utilizing 
movements from existing muscles to control the 
prosthetic. 
 The control of a prosthetic hand comes 
from the use of electrodes. Muscle sensors are 
used externally on the skin to detect muscular 
movements through sensing their electrical 
activity, also known as electromyography (EMG). 
EMG muscle sensors specifically measure a 
muscle’s electrical activity stimulated from 
nerve cells during a contraction. Also, when the 
muscle is at rest, no voltage will be outputted 
from the sensor (Electromyography, n.d.). These 
sensors are generally used to aid in diagnosis of 
muscle or nerve conditions, used for researching 
kinesiology, and prosthetics. However, the EMG 
signal is vulnerable to noise and distortion, 
which are electrical signals that may interfere 
with the desired EMG signal, or a signal which 
is altered due to inconsistencies in methodology 
and muscle activation. Therefore, if the EMG 
uses non-invasive surface electrodes, the EMG 
signal may be susceptible to inconsistency as 
it measures a broader variety of muscle fibers 
under the available skin in which the electrical 
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signaling is more random (Raez, Hussain, &amp; 
Mohd-Yasin, 2006). These sensors cost less 
than $100 while being able to replicate similar 
sensitivity and detection capability to the 
myoelectric prosthesis. The advantages of the 
use of EMGs include simplistic use, a comfortable 
fit, and being able to control motors through the 
user’s existing muscles.
 In order to function, the prosthetic 
needs to be completely cohesive in regards 
to construction, motors, and the sensors. The 
accurate control of these signals requires the use 
of expensive, and often, large external hardware. 
However, Arduino fills this void seeing as it 
independently functions, is portable, and still 
maintains accuracy. Also, Arduino allows the hand 
for ease of compatibility and low cost, aligning 
with the objectives of this project (D’Ausilio, 
2011). Moreover, Arduino can be programmed in 
many different languages including Java which will 
be used for this hand. 
 Servo motors are devices with output 
shafts, these shafts undergo angular changes 
dependent on the coding signal. Stepper motors, 
in contrast, contain high pole counts which result 
in high torque without the need for an encoder. 
 The transfer of data through the 
functioning of the hand starts with myoelectric 
sensors receiving electrical signals during flexion 
of the fingers. The Arduino board then computes 
this signal into a value which indicates the force 
of the motors which results in the flexion of 
the fingers. (Esposito et al., 2018). The Arduino 
can compute the input of the muscle sensor 
due to the programming embedded to the 
board. The programming of the Arduino board 
outputs signaling into the servo motors, which 
is dependent on the strength of the electrical 
activity sensed by the muscle sensors. However, 
to prevent the hand from being too weak or 
too strong, parameters will be set into place to 
minimize malfunctions or damage to the hand.
Building techniques often revolve around the 
choice of exterior material. Furthermore, 3D 
printed plastic prosthetic hands are emerging in 
the manufacturing scene, which have low material 
usage, cost, ease of use, and customizability. 
However, these prosthetics face the problems 
of low durability, insufficient materials, possible 
unregulated temperature leading to cracks, and 
the inability to create larger bunches. Materials 

such as cardboard also contain construction 
problems such as deformation, and weather 
vulnerability. However, cardboard has advantages 
such as being biodegradable, sustaining durability 
over time, lower energy consumption, and 
environmental impact, making it feasible for the 
purpose of this project.
 According to Johns Hopkins Medical 
School, nearly two million people in the United 
States live with amputations, and 10% have 
wrist or hand amputations (“Amputation,” n.d.). 
However, only 37% to 56% of upper limb 
amputees use prosthetic devices (Raichle et 
al., 2008). Eighty percent of amputees come 
from low-income countries where 1% of the 
population has access to rehabilitation services, 
making it unattainable for a large portion of 
amputees (Chan & Zoellick, 2011). Prosthetics 
also require frequent maintenance with repairs 
and adjustments. 
 These problems extend to the potential 
amputees who can’t afford cosmetic or 
functional prosthetics to face a low quality 
of life, worse mental health, lack of mobility, 
and loss of functionality. The potential change 
that can be made to existing prosthetics is to 
lower the cost of manufacturing. This allows for 
cheaper prosthetics and more employment of 
highly skilled professionals, thus increasing the 
production rate.
 The goal is to operate a cardboard exterior 
hand controlled by EMG that is lightweight, 
low cost, and easy to use. Furthermore, this 
experiment aims to reduce wait time and 
create a more efficient device. This cardboard 
prosthetic hand should be able to use motors to 
contract and expand four fingers and the thumb 
simultaneously. 
 This project aspires to build a prosthetic 
hand that will consistently complete and is 
successful in completing day-to-day tasks. 
Success using this method can be seen with 
the Southampton Hand Assessment Procedure 
(SHAP) that assesses the ability of the prosthetic 
to grip and move through the completion of tasks 
(Merrett, n.d.). The range of motion of the fingers 
will be recorded to find the wanted tendon 
tightness that will be compared to already made 
prosthetics.
 The first previously published work related 
to this project is by M.C. Carrozza, B. Massa, S.,
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Micera, etc. Their prosthetic hand replicated the 
human hand through functionality and feeling. 
A second related project includes the work from 
Corinne Dally, Daniel Johnson, Moriah Canon, 
Sarah Ritter, and Khanjan Mehta. The goal of the 
work was to test the prosthesis with daily tasks. 
A third related publish is from Kathleen Talbot, 
where similar mechanisms in the use of muscle 
sensors, Arduino Uno microprocessor board, 
step motors, and a muscle sensor were used to 
operate their prosthetic. The research of these 
scientists relates to this project as the tests used 
to measure the hands’ capabilities are similar to 
this project’s procedural tests to evaluate if the 
built prosthetic hand reaches the engineering 
goal. The current experiment fits into the gaps of 
current research as the previous project tests the 
percentage of succession towards common tasks 
using a 3D-modeled hand, while this project is 
aiming to use cardboard.

METHODOLOGY

 Materials used to build the hand include 
cardboard, toothpicks, glue, scissors, rubber 
bands, nylon cord, an Arduino board, servo 
motors, wires, and breadboard, all of which were 
used to construct a low-cost prosthetic hand. 
  The production of the prosthetic hand 
began with the development of each digit. Each 
digit contained double-layered cardboard sides, a 
toothpick at the upper side of the digit that kept 
the nylon cord in place, and a toothpick at the 
bottom, serving as an axis between digits. The 
nylon cord acted as a tendon, which retracted 
when it was pulled on. Subsequently, the 
production of the palmar and dorsal sides of the 
hand consisted of 2 cardboard frames with holes 
to tie the strings that held the fingers together. 
Along with this, 5 nylon cord strands ran through 
the palm and into the forearm. The forearm 
consisted of two servos; the fingers were tied 
onto the servo motors, devices with output shafts 
were divided to achieve the highest efficiency. 
These shafts undergo angular changes that are 
dependent on the coding signal. In contrast, 
stepper motors were not used; they contain high 
pole counts resulting in higher torque without 
the need for an encoder. However, servo motors 
were used since they run more efficiently and 
generate torque at higher speeds, thus being 

more suitable for the project goal (Lackey, 2018). 
The two servos and the EMG muscle sensor were 
connected to an Arduino board located inside 
the forearm. EMG was used as an inexpensive 
method to control the hand and use existing 
muscles and muscle memory of the amputee 
allowing for ease of use, functionality, and 
aptitude.
 The second portion of this research 
project includes the coding aspect. A threshold 
was set to ensure the servo motor would only 
rotate under the condition that the muscle sensor 
detected a strong signal from the muscle. The 
servo motors only rotated 100 degrees, which 
prevented overstretching of the nylon cord, while 
still allowing enough rotation for the finger to 
move. This was coded through the Arduino IDE 
software.
 After construction and coding, testing for 
efficiency and success was required. These tests 
included the time the fingers take to perform a 
full range of motion, the range of motion of the 
fingers, and the strength of finger flexion. The 
weight and cost of constructing the cardboard 
prosthetic hand were collected to ensure the 
hand fit the need of low-cost and low-weight. 
The prosthetic needed to have a similar function 
to existing, non-cardboard prosthetics, which 
was determined through statistical analysis. The 
speed test was conducted using a timer with the 
unit of seconds and undergoing three trials per 
finger. The timer started upon the movement of 
the finger and ended upon the contact to the 
palm. This is determined by dividing the range of 
motion of the MCP joint by the seconds it took 
to complete a full range of motion. The range of 
motion tests occurred using a goniometer, and 
degrees served as the unit of measurement. The 
ROM was measured from the three joints in each 
finger (MCP, PIP, DIP). The strength at fingertip 
test will take place by applying weight to each 
fingertip, and measure the grams of weight upon 
the succession of lift from 3 trials per finger. 
 Following the completion of testing 
statistical analysis was used to determine if there 
was a significant difference in the speed, ROM, 
and strength between the cardboard and non-
cardboard hands. The weight and cost was also 
compared using the averages of both. Testing 
range of motion is to provide insight into the 
flexibility of the joint function.
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 To determine the success of the Cardboard 
prosthetics hand; the weight, cost, range of 
motion, speed, and strength at fingertip tests 
were used. Each of the test result’s averages were 
then compared to existing commercial prosthetic 
devices using statistical analysis to determine if 
there is a significant difference. 
 The cardboard prosthetics range of 
motion success was determined by comparing 
data referenced from Love et al., consisting of 
the average active range of motion during finger 
flexion for the metacarpophalangeal joint (MCP), 
the proximal interphalangeal joint (PIP), and 
the distal interphalangeal joint (DIP) for non-
cardboard prosthetic hands (2009). 
 The measurements from the prosthetic 
hand reference showed an average range of 
motion of 116° for the MCP joint, 110° for the 
PIP joint, and 74° for the DIP joint. Whereas, the 
cardboard hand averaged 111° for the MCP joint, 
94° for the PIP joint, and 75° for the DIP joint.
 Statistical analysis between the reference 
and the cardboard hand indicated that the range 
of motion of the MCP, PIP, and DIP joints in every 
finger were statistically insignificant compared 
to the range of motion data collected on human 
hands. The research hypothesis was tested 
through t-tests as a form of statistical analysis. 
The calculated T-values were then compared to 
the critical value of 3.182. The tests revealed that 
the range of motion of the MCP, PIP, and DIP 
joints in every finger were statistically insignificant 
compared to the range of motion data collected 
on human hands.
 Extended comparisons are made in 
regards to the cardboard hand against a human 
hand. Figure 1 demonstrates the insignificant 
difference in the range of motion between the 
existing recorded data of the human hand, and 
the cardboard prosthetic hand, with the joint type 
being the X-axis, and the range of motion of the 
Y-axis. The insignificance is shown through the 
error brackets representing two standard errors 
of the mean. Since each value for every joint of 
the prosthetic hand falls under the corresponding 
human joint’s standard error of the mean, the 
prosthetic hand is statistically similar to the data 
extracted from the human hands, referenced from 
Bain et al.

DATA AND RESULTS

Figure 1

 The raw data extracted from the 
cardboard prosthetic hand’s speed test showed 
the small finger outperformed the other fingers 
with an average of 2.08 seconds, while the 
thumb and middle finger had the slowest speeds 
with an average of 3.05 and 2.95 seconds. This 
data is conducted to compare the cardboard 
prosthetic hand’s speed to existing prosthetic 
hands.  
 Following the cardboard hand speed test, 
a comparison is made to existing non-cardboard 
prosthetic hands, from Belter et al., measuring 
speed performance on prosthetic hands (Belter, 
Segil, Dollar, & Weir, 2013). Thus, a comparison 
of the cardboard and commercial prosthetic 
hands in degrees/second shows the average 
degrees/second of the commercial prosthetic 
hand was much larger than the cardboard hand’s 
average, with a value of 78.27 compared to a 
value of 43.70.
The statistical analysis between averages of 
degrees/second for the cardboard prosthetic 
hand and the existing prosthetic hand indicated 
the rejection of the research hypothesis. This was 
shown as the t-value of 9.91 was over our critical 
value of 2.77.
 The third test conducted towards the 
built cardboard prosthetic hand is the strength 
at fingertip test. From the data, averages from 
strongest to weakest are index, ring, small, 
middle, and thumb. 
 A comparison of the cardboard built hand 
to existing commercial prosthetic hand shows 
 shows a higher average of force for the 
commercial prosthetic hand, compared to the 
cardboard hand. The data for the prosthetic 
hand from Belter et al. consists of the average 
fingertip force from the little, ring, index, middle, 
and thumb fingers (Belter, Segil, Dollar, & Weir, 
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2013).
 Lastly, the statistical analysis of the 
comparison of the cardboard prosthetic’s finger 
strength and speed to commercially available 
prosthetic hands concluded that they are 
significantly different as both t-values exceed 
the critical values, proving that the cardboard 
hand failed to replicate the strength or speed of 
commercial prosthetics. 
 Lastly, the weight and cost of the 
cardboard prosthetic hand are recorded to be 
compared to the average prosthetic hand’s weight 
and cost. The weight of the Cardboard hand 
is 305 grams, which is lower than the average 
prosthetic hand weight of 400 grams (Belter & 
Dollar, 2011). The cost of the Cardboard hand 
was around $200, while the average cost to make 
a prosthetic hand ranges from $5,000 to $50,000 
(Alliance of Advanced Biomedical Engineering, 
2018).

Figure 2

 The engineering goal stated that the 
cardboard prosthetic hand would pass all three 
tests of degrees/second, strength at the fingertip, 
and range of motion. After testing, the t-test 
signified the result of a null hypothesis for the 
ROM test, the alternative hypothesis for the 
speed test, and the alternative hypothesis for 
the fingertip force test. In turn, the engineering 
goal was not met, as the cardboard prosthetic 
hand had significantly lower fingertip force 
and degrees/second during finger flexion. 
Furthermore, despite the weaknesses, cardboard 
may serve as a viable option in terms of finger 
movement, to other prosthetic devices. However, 
it may not be a sufficient substitute for other 
exterior materials as the cardboard hand lacked 
force and speed.
 However, the adversities of cardboard are 
apparent in force production, since the prosthetic 
hand was significantly weaker in fingertip 
strength and speed of finger flexion compared to 
commercial prosthetics. This is due to the lack of 
durability and structural support that cardboard 
provides compared to the construction present 
in commercial prosthetics. This may also be due 
to the servo motors being too weak to rotate 
quickly enough without breaking surrounding 
structural support. Another reason for the lack of 
speed and force may have been the insufficient 
method of connecting the nylon cords to the 
server motor, or the fact that there were 2 
motors controlling the movement of 5 fingers. 
This shortcoming is exemplified through the 56% 
difference in speed between the cardboard hand 
and the averages of the commercial hands. The 
speed experimentation also shows a flaw within 
the fingers, the inconsistency in speed. This is 
important as this inconsistency may cause the 
hand to not be able to grasp using all fingers 
at the same time, this may lead to deeming the 
prosthetic incapable of emulating humans, or 
other existing prosthetics ability to grasp.
 Additionally, another drawback of the 
cardboard prosthetic presents itself in force 
production again. The cardboard hand lacked 
fingertip strength comparatively to other 
prosthetic hands. Out of all the tests, this is 
where the cardboard hand lacked the most. 
The lack of overall power production may be 
due to weakened strength and support in many 
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 Furthermore, the qualities and aspects 
achieved by the cardboard prosthetic hand, 
such as use of EMG and cheap materials, can be 
implemented into future prosthetic devices to aid 
in lowering the cost and production of prosthetics 
for amputees.

sub-levels such as the motors, the nylon cord, 
and the finger construction. Also, there was a 
clear weakness in the thumb and middle finger of 
the hand, which is due to the nylon cord sitting 
loose in the middle finger, resulting in a weaker 
contraction, and may be solved by increasing the 
number of motors or space on the servo motor 
for all of the nylon cords. Additionally, the poor 
assembly of the nylon cords tying to the servo 
motor resulted in a loss of power and speed. For 
the thumb, the weakness is likely due to the lack 
of structural support rooting from the hand to 
where the thumb inserts, and the length of the 
thumb that displaces the weight further away 
from the structural support of the palm. 
 The engineering goal is not met, thus 
there are still many ways to improve the hand as 
in the use of a prosthetic. Further enhancements 
such as precision, speed, and durability could be 
made to allow the prosthetic to function similarly 
to human hands, which makes the hand more 
applicable to real-life usage. Each motor could 
also be signaled from different muscles to more 
precisely control the functions of the hand. The 
muscle sensor used during experimentation was 
subject to interferences especially with the use of 
surface electrodes, thus intramuscular electrodes 
would be a sufficient alternative. To ensure a 
more realistic application of the prosthetic, the 
materials used need to be more durable while 
maintaining low cost, so 3D-printed nylon 
filament would act as an alternative. Through 
these adjustments, the hand will become more 
sturdy allowing the hand to be able to carry more 
weight, however further research into a stronger 
motor that allows for a full rotation while keeping 
a compact size is necessary to make the hand 
stronger overall.
 The hand did not succeed or pass all of 
the engineering tests, the prosthetic lacked some 
impactful qualities of a human hand, lessening the 
ability for the hand to act as a viable replacement 
for commercially available prosthetic limbs. These 
shortcomings present themselves through lack of 
full movement of all joints, lack of precise control, 
lack of force production, and lack of durability. 
However, the prosthetic hand achieved finger 
flexion as a response to voltage data collected 
from the forearm muscles, while emulating similar 
ranges of motion of a human and non-cardboard 
prosthetic hand, lower weight, and speed.  
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The Early Detection of Type 2 Diabetes Using Machine Learning 
Algorithms

Shridha Rajeswar
duPont Manual High School

11th, Louisville, Kentucky

 When it comes to Type 2 Diabetes, it can 
be difficult to derive accurate diagnosis results 
with current invasive screening tests that provide 
false-positive and false-negative results. This 
issue can be mitigated with the help of machine 
learning (ML) algorithms that can accurately 
predict a patient’s diabetic condition. It has 
revolutionized many industries, like information 
technology and finance, and healthcare. Among 
the different ML types, three classification 
algorithms were used to classify input values into 
output values that signify one’s diagnosis result 
for Type 2 Diabetes.
 The engineering goal of this project was 
to develop several ML algorithms (K-Nearest 
Neighbors, Logistic Regression, and Decision Tree) 
that will accurately output diabetic results using 
a binary number system (0 for not diabetic, 1 
for diabetic) based on seven types of vital body 
measurements that indicate diabetes (body mass 
index, skin thickness, etc.). The algorithms were 
developed using Python and the sample data 
were derived from a Kaggle database. 
 There were different independent 
variables for each type of ML algorithm due 
to the differences in frameworks, but they 
were chosen to determine their effect on the 
accuracy of the predicted output results. It was 
generally observed that a stable number of 
nearest neighbors (15) for KNN, learning rate 
(0.3) for LR, and maximum depth (4) for DT 
produced the most accurate algorithms within 
each algorithm type. However, there were a few 
variables (number of iterations and minimum 
number of samples for node splitting) that did 
not seem to affect the accuracy rates, and 
statistical analysis tests led to the acceptance of 
the null hypotheses. Using the derived results, 
more efficient algorithms can be implemented 
in a potential detection hardware prototype 
that would be used to test the practicality of a 
possible ML diagnosis device.

 Type 2 Diabetes is a condition that 
around 380 million people around the world 
live with daily (Santos-Longhurst). According to 
MedlinePlus, “Insulin is a hormone that helps 
glucose get into your cells to give them energy” 
(2 Sept. 2020). People with type 2 diabetes 
tend to be insulin-resistant; when insulin — the 
hormone that breaks down glucose — is resisted, 
the body’s glucose builds up in the bloodstream, 
leading to insulin overproduction from the 
pancreas. Eventually, the insulin-producing 
cells soon weaken and thus do not produce 
enough insulin (26 Aug. 2020). Such a condition 
would need to be detected early to prevent 
complications as diabetes can lead to many 
problems such as heart disease, neuropathy, 
vision/hearing impairments, and slow healing. 
 Several early detection screening tests 
are used on patients, however, they can often 
get inaccurate results. This is because “there 
are no randomized clinical trials documenting 
the effectiveness of screening programs in 
decreasing mortality and morbidity from 
diabetes, and some controversy exists regarding 
the cost-effectiveness of screening and whether 
screening as currently carried out is a systematic 
and ongoing process” (“Screening for Type 
2 Diabetes”). There is also the possibility of 
having false-positive and false-negative results, 
which would underestimate or overestimate the 
likelihood of someone having type 2 diabetes. 
Research indicates little to no information on 
how or why certain people’s bodies become 
insulin-resistant, which makes it even more 
difficult to get accurate screening results as 
specialists wouldn’t know what to expect as the 
result. 
 However, technological advancements 
such as artificial intelligence could help doctors 
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and researchers in detecting diabetes more 
accurately in patients and possibly even in finding  
a cure. Machine Learning (ML) is defined as the 
“field of study that gives computers the capability 
to learn without being explicitly programmed” 
(“Machine Learning”). It allows machines that 
implement this concept to carry out tasks and 
learn patterns at the same time, and by doing 
so, machines can expand their knowledge and 
carry out commands without the instruction of 
external users. ML algorithms are programs that 
are used by devices and machines to accomplish 
tasks through artificial intelligence (14 May 
2020). Machines that use such algorithms would 
learn like a human and gain experience over 
time, eventually getting faster and more accurate 
at tasks and commands. With the increasing 
accuracy, ML screenings could provide more 
accurate results, thereby increasing the chances 
of early diagnosis and reducing the complications 
of diabetes.
 In the algorithms that will be developed, 
there are two phases: training and predicting. In 
the training phase, several diabetes indicators 
such as age, glucose levels, and so on will be 
stored in a training dataset, while the rest of the 
parameters are used as input values. These input 
values are passed through the network to obtain 
preliminary predictions. The predicted values are 
then compared with the expected values from 
the training dataset to calculate the error (the 
difference between the expected output and the 
actual output) and accordingly, the predictions 
are altered to produce new output values. After 
some training, the algorithm would enter the 
predicting phase, where it produces the final 
output values for the other input values that 
were fed to it. 
 K-Nearest Neighbors (KNN) is an ML 
algorithm that is commonly used to solve 
classification and regression tasks. KNN behaves 
similarly to humans; people are affected by the 
people in their life and their surroundings, and 
KNN is also affected by parameters that have 
neighboring or close values (Brownlee, 2020). By 
using these parameters, this algorithm classifies 
the data into different clusters based on their 
proximity to one another. The independent 
variables that will be altered to produce different 
KNN algorithms are number of folds, which 
determines the number of data present in each 

cluster, and the number of nearest neighbors, 
which determines how many nearest neighbors 
can be used in assessing a particular data point’s 
cluster (and which will be used to create different 
experimental groups).
 Logistic Regression (LR) is another ML 
algorithm that is also useful in helping with 
regression problems. This type of algorithm uses 
a function called sigmoid to predict the output 
values given a set of input data and to reduce the 
computational errors that may occur along the 
way (Pant, 2019). The independent variables that 
will be altered to produce different LR algorithms 
are the number of iterations, which is the number 
of times that the algorithm got trained with the 
given training dataset, and learning rate, which 
will be used to create different experimental 
groups (“Sklearn.linear_model.LogisticRegression”).
 Decision Tree is the third machine 
learning algorithm that is used in recognizing 
patterns, which would therefore allow it to make 
predictions about behaviors in data. This is the 
type of algorithms used by autonomous cars 
to self-drive using various algorithms to predict 
the behavior on roads and terrains as well as at 
signals (Yse, 2019). Such an algorithm is ideal for 
solving classification and regression problems 
and is structured like the branches of a tree. 
The independent variables that will be altered to 
make different Decision Tree algorithms will be 
depth, which affects how deep or extensive the 
algorithm is, and the minimum number of samples 
for node splitting, which affects how nodes will 
split based on the number of samples in each 
group (and which will be used to create different 
experimental groups).
 For this project, the engineering goal is 
to develop ML algorithms that would use the 
input of eight diabetic parameters to determine 
if a person has diabetes or not using binary 
classification as well as to determine which 
algorithm would most accurately predict the early 
detection result. The algorithms will be coded 
using Python. The independent variables will 
vary across each algorithm, and the dependent 
variables will be the accuracy rates. To get 
unbiased results, random diabetic parameter 
sample data derived from a Kaggle database 
will be used to train the algorithm. The accuracy 
rates of the machine learning programs will be 
determined by calculating the percentage of 
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correct output values over the total percentage of 
output values, and the significance between the 
accuracy rates will be compared using the t-test.

METHODOLOGY

 The three machine learning algorithms were 
coded and their respective independent variables 
were varied. Each variation was then allowed to 
learn, and the final accuracy rate was recorded. 
All of the information and processes were learned 
from a programmer’s website called Machine 
Learning Mastery.

DATA AND RESULTS

 The inputs for the algorithm were the 
diabetic parameters for detecting Type 2 Diabetes 
(plasma glucose concentration, blood pressure, skin 
thickness, insulin levels, body mass index, diabetes 
pedigree function, and age), and the outputs 
were binary numbers that indicate whether the 
unidentified patients had diabetes or not (0 = 
non-diabetic, 1 = diabetic). There were multiple 
independent variables across each type of machine 
learning algorithm: number of folds and number 
of nearest neighbors for KNN, learning rate and 
number of epochs for LR, and maximum depth and 
minimum number of samples for node splitting for 
DT. A total of 6 KNN algorithms, 9 LR algorithms, 
and 9 DT algorithms were tested out, and a total of 
2, 3, and 3 experimental groups were tested within 
each type of algorithm, respectively.
 Figure 7 depicts the accuracy rates for the 
KNN algorithms at different numbers of folds and 
numbers of nearest neighbors. Figure 8 shows 
the accuracy rates for the Logistic Regression 
algorithms with differing learning rates and number 
of iterations (or epochs). Figure 9 illustrates the 
trends for the accuracy rates of the Decision 
Tree algorithms at different maximum depths and 
minimum numbers of samples for node splitting. 
Figure 10 sums up most of the observed patterns 
by depicting the average accuracy rates of the 
most accurate algorithms in each algorithm type 
group. In other words, the accuracy rates of the 
algorithms in the most effective experimental 
group of each algorithm type were averaged and 
compared to one another to determine the most 
accurate program across all three algorithms. 
This was done to understand which independent 
variable values were most ideal for the algorithms 

that had higher accuracy rates than the rest of the 
programs. Figure 11 depicts the t-test outcomes 
for four t-tests, with one of the t-tests coming out 
as inconclusive due to the absence of variation.
 In general, it could be seen that for the 
Logistic Regression and Decision Tree algorithms, 
the algorithms that had higher accuracy rates (and 
thus more efficient predicting capabilities) when 
the independent variables were right in the middle 
of the chosen values; that is, the accuracy rates 
demonstrated peaks in the middle and decreased 
on either side of the middle value. For instance, in 
Figure 8, the LR programs with a learning rate of 
0.3 had a higher average accuracy rate of around 
78.04% than the programs with learning rates of 
0.1 and 0.5. However, this trend does not apply to 
the KNN algorithms; it can be seen that the lower 
value of 5 folds yielded more effective programs 
than the higher value of 10 folds, with accuracy 
rates at least 0.30% higher. 
 When comparing the programs within their 
algorithm type, several deviated trends were not 
predicted. In the LR algorithms, for example, all the 
programs with epochs of 1000, 5000, and 20000 
had the same accuracy rates of 77.65%, 78.04%, 
and 77.65%, respectively. It can be thus inferred 
that the number of epochs or iterations doesn’t 
have a significant impact on the efficiency of the 
LR programs. Likewise, the minimum number of 
samples for node splitting in the DT algorithms 
didn’t seem to have much of an effect on the 
accuracy rates; the programs with minimum 
samples of 5, 7, and 9 had the same accuracy 
rates of 73.33%, 74.38%, and mostly 74.12%, 
respectively. However, this was not the case with 
the KNN algorithms. Both the number of folds and 
the number of nearest neighbors had impacted 
the effectiveness of the programs. Due to these 
observations, future adjustments could be made so 
that the number of folds, which were kept constant 
as 5 folds in the LR and DT algorithms, could be 
changed to see if the number of folds plays a role 
as an independent variable for changing accuracy 
rates. 
 Though the goal of the study was to 
compare the accuracy rates of different types of 
algorithms and a hypothesis was not postulated, 
multiple paired t-tests were still conducted 
to observe any significant changes between 
the accuracy rates for each algorithm type. 
To make things simpler, the accuracy rates of 
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the most effective experimental group in each 
algorithm type were averaged to have a single 
value representing each type of algorithm. After 
conducting the t-test, it was found that most 
of the differences in the accuracy rates were 
not significant and the null hypotheses were 
accepted for all of them. In Figure 11, for the 
t-test comparing the most accurate LR algorithm 
with a learning rate of 3 (mean value = 78.04%, 
standard deviation = 0%) to the most accurate 
KNN algorithm with 5 folds (mean value = 74.51%, 
standard deviation = 1.38%), however, it can be 
seen that there was a more significant change, 
with an observed t-value of 4.432 compared to 
the other t-values of 1.243 and 0.1632 from the 
other t-tests. For the t-test comparing the most 
accurate LR algorithm with a learning rate of 3 to 
the most accurate DT algorithm with a maximum 
depth of 4, the test was inconclusive because the 
standard deviation values were zero, indicating that 
the accuracy rates within the experimental groups 
were very consistent with no variation.

Figure 7: Display of the accuracy rates of algorithms in two 
different experimental groups based on the number of folds 
(KNN)

Figure 8: Display of the accuracy rates of algorithms in three 
different experimental groups based on the learning rate 
(LR)

Figure 9: Display of the accuracy rates of algorithms in three 
different experimental groups based on the maximum depth 
(DT)

Figure 10: Display of the average accuracy rate of the 
algorithms in the most effective experimental groups for 
each type of algorithm (5 folds for KNN, 0.3 learning rate for 
LR, and maximum depth of 4 for DT)

Figure 11: Table showing the paired t-test results for the 
programs with the highest average accuracy rates in each 
algorithm type
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 In this study, three types of machine 
learning algorithms were assessed on their 
accuracy of predicting the diabetic conditions in 
patients. This was done by providing anonymous 
data values indicating diabetic parameters 
(blood pressure, insulin levels, and so on) to the 
algorithms and training them in order to have 
them predict the diabetic conditions of new 
sample data later on in real-time. For each type 
of program, different experimental groups were 
created based on the manipulation of different 
independent variables, and each program was 
run 10 times. Later, the accuracy rates were 
determined by calculating the number of results 
that were predicted correctly over the total 
number of results predicted, and these rates 
were compared across experimental groups and 
the three types of algorithms.
 Most of the accuracy rates within each 
experimental group were found to be the highest 
when the independent variables were in the 
middle range. In LR algorithms, a lower learning 
rate results in an algorithm that trains slowly but 
also predicts more efficiently over time, and a 
higher learning rate results in an algorithm that 
trains quickly and predicts with more errors. 
These two circumstances would not be ideal for 
predicting Type 2 Diabetes, as it could lead to 
prediction errors and resulting in false negative 
and false positive diagnoses that are expensive 
in terms of time. However, with a middle range 
learning rate, the algorithms can predict accurate 
and time-efficient results that would help in 
diagnosing patients. This result was expected 
from the previous year’s investigation, where 
it was found that the ideal learning rate for 
artificial neural networks predicting water quality 
balanced out time costs and training accuracy.
In terms of DT, a larger maximum depth can 
often lead to the overfitting of a program’s 
predictions, and a smaller maximum depth 
can lead to the underfitting of an algorithm’s 
predictions. Again, these two situations are 
not ideal for predicting Type 2 Diabetes as it 
can lead to false positive and false negative 
diagnoses, which could ultimately lead to a 
waste of money and resources and deteriorating 
health, respectively. Therefore, DT algorithms 
with middle range maximum depths would be 

CONCLUSION
ideal in predicting the diabetic state of a patient 
as they would predict results that don’t overfit or 
underfit the given input data. This contradicts an 
assumption in “PRODUCTS AND HELP BITS IN 
DECISION TREES,” where it mentions that “The 
cost of a computation (decision tree) is simply the 
number of input variables that are read (the depth 
of the decision tree)” (Nisan et. al, 1999). Although 
seven input variables were used to determine the 
diabetic conditions of sample data, the programs 
with a maximum depth of 4 had a higher accuracy 
rate, thus refuting Nisan et. al’s statement.
 However, this trend did not apply to KNN 
algorithms possibly because there were only two 
KNN experimental groups compared to the three 
experimental groups in the other types. However, 
this also refutes the trend that some other studies 
found. For instance, in the study “Improved kNN 
Algorithm by Optimizing Cross-validation,” the 
authors determine that the optimum number of 
folds for a KNN algorithm is 10 because it allows 
for the cross-validation of training and testing 
predictions in a way that produces the most 
accurate results (Dadhania and Dhobi). Due to 
the lack of time, only two values of folds were 
used to test the accuracy of each experimental 
group, but if another additional experimental 
group of 15 folds was tested, it is plausible that 
the experimental group with 10 folds would have 
a higher average accuracy rate than the rest of the 
algorithms.
 Overall, when comparing across all types 
of algorithms based on the average accuracy rate 
of the most efficient experimental groups, it was 
concluded that the Logistic Regression algorithms 
had the highest average accuracy rate of about 
78.04%, but it was also found that there was a 
significant difference in average accuracy rates 
between the LR algorithms with a learning rate of 
0.3. For the t-test comparing the most accurate 
LR algorithm with a learning rate of 3 to the most 
accurate DT algorithm with a maximum depth of 
4, the test was inconclusive, and this stems from 
the trend in Figures 8 and 9, where the number 
of epochs and the minimum number of samples 
for node splitting did not have any effect on the 
accuracy rates of the experimental groups in the 
LR and DT algorithms.
 This study is a developing base for future 
research that could achieve more advanced and 
sophisticated goals. One improvement would be 
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to test more values of independent variables to 
ensure that the trends of the ideal values being 
in the middle range still apply. This would provide 
the full scope on the effect of the manipulation 
of each independent variable on the accuracy 
rates. Another change would be to actually 
implement these machine learning algorithms 
with the help of hardware and gadgets that 
would detect health conditions in real-time. 
By possibly using raspberry pi as a base to 
implement the machine learning software, future 
studies could help medical professionals and 
bioengineers in designing a detector machine 
that uses machine learning to easily and 
accurately detect health conditions to provide 
early diagnosis and treatments, which could 
save patients’ costs, time, and most importantly, 
health.
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 The asymmetric multiple Traveling 
Salesman Problem (amTSP) is an NP-hard 
optimization problem in which hamiltonian 
cycles of least cost are to be found. Given a set 
of nodes, the objective is to find an optimized 
tour in which each node must be covered once 
by one salesman and all salesmen return to a 
starting node. Countless heuristic and exact 
methods have been researched in the past, 
however, they cannot output a projected cost 
when placements of nodes are not known. 
This study sought to develop such an amTSP 
estimation algorithm that takes the number of 
nodes, area of the region containing the nodes, 
and the number of salesmen, to output a least 
cost accurate to 1%. An amTSP solver was first 
created in MATLAB utilizing a genetic algorithm. 
Trials were conducted for each set of nodal 
and salesmen values and area was based on 
the smallest polygon enclosing the nodes. The 
study concluded that radius and cost showed 
a directly proportional relationship, nodes and 
cost showed a strong exponential relationship, 
and salesman and cost per salesmen had a weak 
inverse relationship. Several supervised learning 
methods were used in developing an estimation 
algorithm. The Gaussian Process model was found 
to be most effective, with a percent error of 7.2%; 
however, it failed to reach the engineering goal. 
This study also reveals the potential of a deep 
learning model to exceed the Gaussian Process 
and sparks novel research into a new field in 
optimization: amTSP planning and estimation.

ABSTRACT

INTRODUCTION

 As society continues to accelerate through 
the 21st century, efficiency has become of 
utmost importance. This urge to make the most 
of a small amount of time has thrust mathematical 
optimization problems into the spotlight, 
especially the Traveling Salesman Problem (TSP). 

The TSP is concerned with finding “the shortest 
path [or least cost] that a salesman should take 
to traverse through a list of cities [or nodes]” 
while returning back to the first node (Ataee, 
2020). TSP is said to be NP-hard, which means 
that no algorithm has been developed to solve 
all instances of the problem in a reasonable 
time. In fact, a reasonable-time solution for the 
problem earns a $1,000,000 prize from the Clay 
Mathematics Institute (Cook, 2015). 
 This research will be focused on one 
specific variation of the traditional TSP: the 
asymmetric multiple Traveling Salesman Problem 
(amTSP). In this version, the distance from node 
a to node b is not necessarily equal to the 
distance from b to a (asymmetric). This simulates 
real-world complications such as traffic and 
roadblocks. Additionally, more than one salesman 
is used to visit each node (multiple). Each 
salesman is defined to start and finish at a central 
hub node and each node must only be visited 
by one salesman. The objective is to minimize 
the total distance traveled by all the salesmen 
(Weisstein, n.d.). The amTSP more accurately 
simulates real-world delivery problems that a 
company such as UPS would encounter daily. 
Many exact and heuristic methods have been 
developed to solve the amTSP based on distances 
between cities which are compiled in a distance 
matrix (Cook, 2015). 

Figure 1: Visual Depiction of the Problem Statement of the 
multiple TSP
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 Previous research on the amTSP has been 
focused on formulating an algorithm or procedure 
for solving (taking in the distance matrix or location 
of nodes to output a path of least cost) instances 
of the problem. These can be broken down into 
two approaches: heuristics and exact methods. 
Notable heuristic methods such as tabu search, ant 
colony optimization, and genetic algorithms aim to 
find a “close-enough” solution in a short amount 
of time. Each of the aforementioned methods has 
well-researched applications to many optimization 
problems and has been modified to fit the amTSP. 
Exact methods, such as branch-and-bound, 
systematically consider all possible routes to find 
the optimal one. Often, these algorithms run in 
unreasonable time, however, in recent years, for 
low nodal values they often run relatively quickly. 
 Although these algorithms can compute a 
path of least cost given the distance matrix, they 
cannot output a projected cost when the locations 
of nodes are unknown. For instance, consider a 
local start-up that based on predictive analytics 
knows how many daily packages they have to 
deliver in a certain time frame across a certain 
region. They know the area of the region, the 
number of orders, and the number of “salesmen” 
they will have available but do not know the 
exact locations of the orders. If they wish for an 
estimated cost based on these factors, perhaps 
to determine the time it will take or if the route is 
feasible, an algorithm must be developed to output 
cost given those aforementioned factors. Currently, 
no amTSP algorithm with an indefinite distance 
matrix exists (Bektas, 2006). The purpose of this 
project is to develop such an estimation algorithm, 
the first of its kind, that will allow for an accurate 
preliminary cost that can be used in planning for 
any application of the TSP. These applications 
range from vehicle routing to scheduling meetings 
to positioning cylinders in a printing press (Bektas, 
2006). Also, such an algorithm can be used as a 
standard for an amTSP solver to help determine 
whether or not a route can be optimized further.
 Therefore, the question asked in this inquiry 
is, how does the placement of nodes in the amTSP 
impact the total minimum cost of traversing all 
of them with multiple paths? The engineering 
goal is to develop an amTSP estimation algorithm 
that takes in the number of nodes, the number 
of salesmen, and the area of the region covered 
by the nodes (independent variables) to output 

a minimum cost (dependent variable) that is 
accurate to 1%. This algorithm will be tested by 
generating 100 random sets of nodes and number 
of salesmen and comparing the estimated cost to 
the actual cost. The actual cost will be determined 
by a metaheuristic method such as ant colony 
optimization or a genetic algorithm. 
 The need for this research is even more 
apparent in the face of the COVID-19 pandemic, 
where this algorithm could help in planning the 
logistics of delivering vaccines. Additionally, this 
project has the potential to spark further inquiry 
into the unexplored field of TSP estimation 
algorithms to maximize efficiency and overall, 
change the world for the best. 

METHODOLOGY
 This project was conducted on a home 
iMac, as its 3.2 GHz, Intel Core i5 processor and 
sufficed in running MATLAB R2020b, the target 
programming environment. This algorithm was 
tested by generating 100 random sets of number 
of salesmen, number of nodes, and region size, 
and then comparing the algorithm’s estimated 
cost to the actual cost. The actual cost was 
determined by the genetic algorithm. However, 
the most intensive step was initially developing 
the estimation algorithm.
 Firstly, the mTSP genetic algorithm 
(GA) developed in the prior year’s project 
(originally influenced by Joseph Kirk’s code) was 
downloaded onto the registry. Although GA is 
a heuristic method, it has been proven to be 
effective in formulating an accurate estimation 
algorithm in prior research and is relatively easy 
to manipulate. This code was modified to suit 
the amTSP definition by relaxing constraints and 
modifying variables. Also, the distance matrix 
which stores distances between inputted points 
was to be scaled so that the distance from point 
a to b varies slightly from the distance b to a.
 Additionally, a separate amTSP point 
generator program was created in the main.m 
function to generate the points that were 
input into the GA. A random xy-coordinate pair 
(ranging from 5km to 50km for x and y) can be 
assigned to each node and then compiled into 
a distance matrix (dmat) to input into the GA. 
Finally, a method that calculates the area of the 
smallest polygon enclosing all the points was 
created by utilizing the built-in “boundary (x,y)” 
method. Although not exact, this was deemed 
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the region size for the purposes of this project. 
Since the area represents the true area of the 
region, it was deemed to have units of square 
kilometers. Consequently, since cost is derived 
from the distance matrix as well, it had an implied 
unit of km, however, the asymmetric nature of the 
problem definition can lead to other interpretations 
of cost (such as work or time), thus units will be left 
off.
 Both these programs were used collectively 
to generate thousands of sets of points of varying 
values of number of salesman (ranging from 1-5), 
number of nodes (ranging from 20-100), and 
region area paired with the reported least cost 
by the GA. All of this data was inputted into a 
Microsoft Excel spreadsheet which was transferred 
to the MATLAB Regression App. Here, all of the 
available machine learning regression algorithms 
were applied to find the best-fit model. A deep 
learning model was also employed and compared 
against the machine learning regressions. This deep 
learning model consisted of four layers: a three-
parameter input layer, a fully connected layer, a 
rectified linear unit layer, and a regression output 
layer. Finally, the procedure to test the accuracy 
of the deep learning and regression algorithms 
mentioned earlier in the methodology was applied 
and a determination was made on whether or not 
the engineering goal was met.

DATA AND RESULTS
 To analyze the relationship between each 
of the independent variables (salesmen, nodes, 
and area) and the dependent variable (cost), 
the following figures were constructed from an 
average of cost within the given independent 
variables. While these trends were not the focus 
of this study, their determination may help in 
guiding future research in further exploring their 
specifics.

Figure 2: Cost vs. Nodes for all Salesmen Values

 The figure above plots average cost against 
the number of nodes. Area was omitted in this 

figure since it was a randomized control. A clear 
exponential relationship can be seen between cost 
and nodes for all salesmen values. Specifically, 
exponential regression on the four curves yields 
r-squared values of higher than 0.98. This indicates 
with high certainty that the number of nodes 
follows an exponential pattern indefinitely. 

Figure 3: Cost vs. Area
 Figure 3 displays the average cost plotted 
against the area of the region encompassing 
the nodes for all salesmen and nodal values. 
A clear linear relationship emerges with the 
equation displayed on the graph achieving an 
r-squared value of 0.79, indicating a strong 
direct relationship. The 0.225 slope signifies that 
each increase of one sq km will result in a 0.225 
increase in cost.

Figure 4: Cost vs. Salesman

 Finally, figure 4 shows cost plotted against 
salesmen (in blue) and the reciprocal cost—or 
average cost per salesman (in orange). While 
the data wasn’t sufficient in determining the 
relationship, the average cost clearly increased as 
more salesmen were added. On the other hand,  
the reciprocal cost decreased steadily. 
 After these three relationships were 
evaluated, the full data could now be considered 
to design an approximate algorithm for cost that 
would take in a set of independent variables and 
output cost. The figure below displays the six tests 
conducted through MATLAB’s supervised learning 
regression app. 100 of the 600 total data points 
were withheld from the algorithm to validate and 
calculate a root mean square error (RMSE).

A Reconceptualization of the amTSP: Engineering an Approximate Algorithm for Cost
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 With an RMSE of just 24, the Gaussian 
Process Regression (GPR) was found to be the 
most effective model, translating to a 7.2% 
error and r-squared value of 0.97. Lastly, a deep 
learning model was also trained, however, it failed 
to surpass the GPR with an RMSE of 29.0. 

 The purpose of this study was to develop 
an estimation algorithm, the first of its kind, that 
will allow for a predicted cost, to be used in 
planning, for any application of the amTSP. The 
engineering goal stated that the algorithm was 
to take in the number of nodes, the area of the 
region (that contains the nodes), and the number 
of salesmen to output an estimated cost of the 
tour accurate to 1%. 
 Firstly, the study found a direct exponential  
relationship between nodes and cost, supporting 
the determination made with a smaller sample size 
in the prior year’s study on the mTSP.  However, in 
the grander scheme of literature on the TSP, this 
relationship remains inconclusive (Uğur, Korukoğlu, 
Çalıskan, Cinsdikici, & Alp, 2009). While pursuing 
this relationship may initially seem like a valuable 
future area of research, it will likely never be 
proven rigorously since adding one additional 
node may result in a completely different optimal 
tour. 
 Additionally, this year’s study provided the 
first analysis of the relationship between cost and 
the area of the region containing the nodes. The 
two variables were found to have a direct linear 
relationship with a linear regression equation 
of y=0.225x+86. The 0.225 slope signifies that 
each increase of one sq km will result in a 0.225 
increase in cost. However, this is a prime target 
for future research through a pure mathematical 
approach.
 The final relationship investigated, 
salesmen and cost, was inconclusive; however, 

Table 1: List of MATLAB Regression App Tests Conducted

CONCLUSION

a clear increase in total cost was seen as the 
number of salesmen increased and a decrease in 
the average cost. This indicates that while utilizing 
multiple salesmen or vehicles may lead to higher 
overall expense, it will lead to a decrease in overall 
time taken. This fact will prove incredibly useful for 
companies that encounter vehicle routing problems 
(VRPs) daily. The GPR algorithm developed in this 
study will reflect this and allow users to maximize 
productivity.
 GPR, the same supervised learning 
regression approach that was the most effective 
in last year’s examination of the mTSP, remained 
the best estimation algorithm with an RMSE of 
24 and percent error of 7.2%. In all, while the 
approximate algorithm for cost engineered in 
this study did not meet the 1% benchmark, it still 
holds incredible promise for any individuals and 
organizations seeking to streamline their route 
planning and maximize efficiency by having an 
accurate estimation of cost. Additionally, this work 
paves the way for future investigation into the 
amTSP, especially with regards to uncovering the 
relationship between nodes and cost and nodes 
and salesmen as well as the efficacy of a deep 
learning model. Since this work has been the first 
all-inclusive attempt at such an algorithm, it has 
the potential to spark a new field of research: 
amTSP estimation and planning.
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 This research aimed to answer the 
question of “How do ambiguous optical illusions 
affect the visual working memory performance of 
populations with attention-deficit hyper disorder 
(ages 18-25)?” The purpose of this research 
was to study if viewing ambiguous illusions 
could be an effective, practical tool in improving 
visual working memory (VWM) performance 
in young adult ADHD populations, who have 
VWM impairments. It was hypothesized that the 
viewing of ambiguous illusions would cause an 
improvement in the measured VWM performance 
through the stimulation of the visual processes 
of the brain VWM relies upon. Participants 
were between the ages of 18-25 with medically 
diagnosed ADHD. Experimentation used a pre- 
and post-test design, where participants took 
a VWM test as the pre-test, then watched the 
“spinning dancer” ambiguous illusion for 1 minute, 
and took the VWM test as a post-test. The 
results of the VWM test showed the percentage 
of correct responses and the average reaction 
time in seconds. The results from the pre-and 
post-test were compared using paired t-tests. 
Participants were split into group A, those who 
reported taking medication for their ADHD, and 
Group B, those who did not take medication 
for their ADHD, and data analysis were done 
separately on these groups. Group A participants 
exhibited a statistically significant increase in the 
percentage of correct responses after the illusion 
was shown, while Group B participants showed 
no significant differences after the illusion was 
shown. The results indicated that the viewing of 
ambiguous illusions is only effective in improving 
VWM performance in ADHD populations when in 
combination with prescription ADHD medication.

Keywords: Visual Working Memory, Attention-
Deficit Hyper Disorder, Ambiguous Illusions, 
Visual Perception, Visual Processing

 Attention-Deficit Hyper Disorder (ADHD) 
is a prevalent problem in today’s world. In 2016, 
10.2% of children, ages four through seventeen, 
were diagnosed with ADHD in the United States 
(Xu et al., 2018) and 4.4% of US adults were 
diagnosed with ADHD (Kessler et al., 2016).  
ADHD is a neurodevelopmental disorder that 
can be difficult to live with and can cause many 
disruptions in the daily lives of those who suffer 
from it, such as having trouble paying attention, 
controlling impulsive behaviors, and being overly 
active (National Center for Disease Control and 
Prevention [CDC], 2020). Those with ADHD 
face impairments in different branches of 
working memory, and deficits in visual working 
memory (VWM) are significant (Martissun et al., 
2005). VWM is a domain of working memory 
that maintains a limited amount of visual 
information for a short time so that it can be 
quickly accessed to serve the needs of ongoing 
tasks (Luck and Vogel, 2013). VWM is important 
in several aspects of the lives of humans, such 
as learning, social ability, and job performance 
(Johnson, 2016).
 Impaired VWM causes difficulties in 
many aspects of the lives of people who suffer 
from it such as causing difficulties learning in 
work and academic settings and an inability to 
conceptualize problems (Johnson, 2016). VWM 
is essential for social abilities, therefore those 
who have deficits in VWM are more likely to 
have increased awkwardness and decreased 
social skills overall (Johnson, 2016). VWM is also 
a measure of overall cognitive ability and general 
fluid intelligence, and poor VWM is linked to 
decreased intelligence and cognitive function  
(Cowan et al., 2005).

Training Visual Working Memory
 
 VWM has shown to be improved through 
training aspects of the visual systems that it is 
reliant upon, specifically the visual perception 
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METHODOLOGY

and visual processing systems of the brain (Luck 
and Vogel, 2013), by conducting distractor 
filtering efficiency found by a study in Beijing 
Key Laboratory of Learning and Cognition 
Distractor filtering efficiency is the brain’s 
ability to filter out visual distractors (irrelevant 
visual information) in an image and is therefore 
dependent on the visual processing system. The 
study included a 20-day training program on 
distractor filtering efficiency and improvements 
from a pre- to post- VWM test were shown  
(Li et al., 2017).   Another study conducted by 
researchers from the John Hopkins University 
showed that VWM can also be improved through 
training in action video games, which have been 
shown to enhance a range of visual perceptual 
skills and therefore enhance the visual perception 
system (Blacker et al., 2014). 
 Previous research has also shown that 
VWM can be improved in populations with 
impaired VWM due to intellectual disabilities. 
Researchers at the Utrecht University found 
that the “extensive computerized training 
programming can effectively improve both VWM 
and auditory working memory in populations 
with mild to borderline intellectual disabilities” 
(Van der Molen et al., 2010). 

Ambiguous Illusions

 Ambiguous optical illusions are a type of 
illusion in which images can be seen differently 
with shifts in perspective. Ambiguous illusions 
cause the dissociation of “bottom-up to top-
down processioning,” which causes a shift in 
the illusion when changing perspectives, and 
is reversible when shifting back to the original 
perspective (Wimmer, 2011). 

Gap and Current Study

 The current research aimed to fill the 
gaps of the connection between ambiguous 
illusions and VWM by investigating the research 
question of “How do ambiguous optical illusions 
affect the visual working memory performance of 
populations with attention- deficit hyper disorder 
(ages 18-25)?” The purpose of this research was 
to study if the viewing of ambiguous optical 
illusions could be an effective, practical tool in 
improving VWM performance in populations 

with VWM deficits, specifically young adult 
ADHD populations,  and thereby mitigate some 
of the symptoms associated with it. 
 It was hypothesized that if ambiguous 
illusions were viewed, then the performance of 
VWM in ADHD populations (ages 18-25) would 
improve significantly through stimulation of 
the visual processing and perception systems, 
which VWM is reliant on. It seemed likely that 
ambiguous illusions would significantly improve 
VWM through the stimulation of the visual 
perception and processing systems of the brain 
due to previous studies which showed that 
training involving the stimulation of these visual 
systems led to significant improvements in VWM  
(Blacker et al., 2014; Klingberg et al., 2010; Li et 
al., 2017; Van der Molen et al., 2010), suggesting 
that ambiguous illusions would similarly improve 
VWM. 

 This true experimental study involved 
the collection of quantitative data from the 
MemTrax memory test, a VWM performance 
test, from young adult ADHD populations. Data 
was analyzed with paired t-tests to compare if 
significant differences were present between the 
pre- and post-test results on the VWM tests. 

Participants

 First, test subjects had to be collected.  
Each subject was between the ages of 18 
and 25 and had medically diagnosed ADHD. 
While ADHD is more commonly associated 
with children, young adults were used for this 
research because ADHD is also prevalent among 
adults, affecting 4.4% of US adults (Kessler et 
al.,2016). The age group of the subjects, 18-25 
known to have the highest VWM performing 
systems, eliminated the factor of age as a 
cause of significant impairments observed in 
VWM performance and made it likely that any 
observed impairments were due to ADHD.
 In order to reach out to a large number 
of participants with ADHD in the targeted 
age group, subjects were collected through 
the ADHD subreddit on the Reddit website. 
This sampling was used due to limitations 
of the COVID-19 pandemic disallowing in-
person subject collection. A post was made on 
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the ADHD forum outlining the question, the 
purpose of the study, and the link to the google 
form was provided. The post also informed 
possible subjects that experimentation was 
completely voluntary and possible risks of 
viewing the ambiguous illusion included eye 
strain and headache, and they were encouraged 
to stop participation if these were to occur.

Method Design
 
 Experimentation followed the template 
used by many major studies which studied the 
effect of a variable on VWM performance. This 
template followed a pre- and post-test design 
where a pre-VWM test was given to subjects 
to measure initial VWM performance, then the 
stimulus occurred, and a post-VWM test was 
given and the results between the pre- and 
post-tests were compared. This template has 
been used to study the effects of distractor filter 
efficiency training, action video games, learned 
reward association, and computerized working 
memory training on VWM performance (Li et al., 
2017; Blacker et al., 2014; Gong and Li, 2014; 
Van der Molen et al., 2010). The method was 
modeled after these studies due to the shared 
experimental purpose of studying the effect of  
a VWM stimulus on VWM performance.
 The MemTrax memory test was used to 
test VWM performance for the pre- and post-
test. This is a professional VWM test created 
by Stanford professor, Dr. Wes Ashford. It 
was used in experimentation because it is an 
easily accessible online VWM test and has 
been professionally tested to be successful 
in measuring aspects of VWM. A study of 
868 subjects completed the test and it was 
found that test results were consistent with 
the effects of education and age on memory, 
proving this test to be an effective memory 
test. The test showed the test subjects 50 
random images, some of which were repeated, 
and the subjects were prompted to press 
the spacebar on their keyboard when they 
believed they saw a repeated image. The 
test measured the performance of  VWM by 
measuring the accuracy, or the percentage of 
correct responses, of the subject’s VWM and 
the reaction time, or the average time between 
when a repeated image was seen and when the 

spacebar was pressed.

Preliminary Study
 
 Because of financial constraints, only one 
free format of the MemTrax test was available 
to be used as both the pre- and post-test in this 
research. This led to a question in the validity 
of pre- and post- test research design because 
taking the MemTrax test once and repeating it 
again could possibly affect the results of the 
second test due to familiarization with the test. 
To ensure the validity of the research design, 
a small preliminary study was conducted to 
answer the question of “Is there a significant 
difference between taking the MemTrax memory 
test once, and repeating it 1 minute after?”.  To 
answer this question, 17 participants between 
the ages of 18 and 25 were collected through 
a convenience sample of reaching out to 
people known by the conductor who met these 
requirements. These participants did not have 
ADHD due to difficulties finding participants 
with this disorder known by the conductor. This 
experimentation was done virtually due to the 
COVID-19 pandemic and instructions for this 
preliminary study were prompted using a google 
form.

Preliminary Study Methods
 
 The methods included taking the 
MemTrax test once and recording the results, 
waiting one minute to account for the minute 
that would be spent watching the illusion in 
actual experimentation, and then taking it a 
second time and recording the results again. 
Subjects were asked if there were any major 
distractions that may have affected their abilities 
on either the pre- or post- test, and if they 
answered yes their results were not used in the 
study because the data was affected by outside, 
uncontrolled variables so it did not give accurate 
results for the purpose of this study. Out of 
the 17 subjects collected, 15 responded that 
no distractions affected their results and their 
responses were used in the analysis. 

Preliminary Study Results
 
 The results showed that the mean 
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percentage of correct responses in the first test 
was 93.73%, and in the repeated test it was 
94.27%. The mean average reaction time of 
the first test was 0.79100 seconds and in the 
repeated test it was 0.75080 seconds. A paired 
t-test was used to compare the means of the 
first test and second test percentage of correct 
responses and average reaction times, and 
showed that differences in pre-and post-test 
were statistically insignificant in both, indicating 
that the difference between taking the MemTrax 
test once, waiting a minute, and taking it again, 
is insignificant. This ensured that the pre- and 
post- test research design was valid and allowed 
experimentation to begin. 

Experimentation

 Experimentation was done virtually 
due to limitations of the COVID-19 pandemic, 
and subjects were prompted with instructions 
using  a google form. Subjects were prompted 
to complete the instructions of the study in 
a low-distraction environment to eliminate 
confounding variables in their environment 
which may affect their results. Subjects were 
first prompted to take the MemTrax memory test 
as the pre-test and record their percentage of 
correct responses and average reaction times 
on the test. The purpose of this pre-test was to 
get the subjects’ baseline VWM performances in 
ADHD populations of 18-25 without any VWM 
stimulus prior to taking the test. After taking 
the pre-test, subjects were prompted to watch 
an ambiguous illusion, called “spinning dancer 
illusion,” for 1 minute prior to taking the post-
test. This illusion depicts a dancer, which can be 
seen both spinning towards the left and the right 
with shifts in perspective (Parker-Pope, 2008). 
The test subjects recorded how many times they 
are able to see the dancer shift directions while 
watching the illusion. This number was irrelevant 
to data collection but ensured that the subjects 
were focused on the illusion. After watching the 
illusion, the google form prompted the subjects 
to take the post-test with the same instructions 
to take the MemTrax memory test and record 
their results as they did in the pre-test.  Subjects 
were asked if there were any major distractions 
that may have affected their abilities on either 
the pre- or post- test, and if they answered yes, 

their results were not used in the study because 
the data was affected by outside, uncontrolled 
variables.
 Recorded results on the MemTrax test 
from pre- and post- tests were compared 
with a paired t-test. A t-test was used to see 
if the difference in the means of the pre- and 
post- test results of each variable that was 
tested (the percentage of correct responses 
and average reaction time) was statistically 
significant, which would indicate if the effects of 
viewing ambiguous optical illusions statistically 
significantly improved the performance of VWM.

DATA AND RESULTS
 At the end of data collection, 94 total 
responses were received. To select if responses 
were eligible for data collection, they were 
analyzed to ensure the subject was eligible to 
be in the study due to being in the targeted 
population, completing all the tasks,  and having 
no recorded uncontrolled confounding variables 
affecting their results.
 Out of the 94 responses, 76 met all 
eligibility requirements and were used in 
data collection. Of these 76 respondents, 54 
responded that their ADHD was being treated 
with prescription medication, while the other 22 
responded that they were not being treated with 
medication. Data analysis was done separately 
on these two groups as the most common 
ADHD medications are stimulants which have 
been shown to improve domains of working 
memory in adult ADHD populations (Wong and 
Stevens, 2012; Furmeiar et al., 2016), indicating 
different baseline VWM performances in the 
groups. The participants who responded as 
receiving treatment were labeled as Group A and 
the participants who responded as not receiving 
treatment were labeled as Group B.

Group A Results
 
 The data from the MemTrax test that was 
collected to measure the performance of  VWM 
included the percentage of correct responses 
and average reaction times before and after 
viewing the illusion. The results from before and 
after viewing the illusion were compared in each 
group. 
 The mean percentage of correct 
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responses of Group A in the pretest was 93.63%, 
while the mean in the post-test was 96.07% 
(Figure 1) . The mean average reaction time of 
Group A in the pretest was 0.83913 seconds, 
while the mean in the post-test was 0.88624 
seconds (Figure 2).

Figure 1: The Mean Percentage of Correct Responses of 
Group A Subjects in the Pre vs. Post Test

Figure 2: The Mean Average Reaction Time of Group A 
Subjects in the Pre vs. Post Test

 A paired t-test was conducted to test 
the statistical significance of the difference in 
the mean percentage of correct response in the 
pre-and post-test, as well as the difference in the 
mean average reaction time in the pre- and post-
test. When the paired t-test was performed,  the 
t-value was 3.8308. At a 95% confidence interval 
for 53 degrees of freedom in a two-tailed t-test, 
the null hypothesis would be rejected when 
the Group B t-value was greater than 2.0057. 
Because the t-value was greater than the 
critical value, the null hypothesis was rejected. 
The P-value of 0.0003 indicated extremely 
statistically significant results. Therefore, after 
the ambiguous illusion was shown to the Group 
A participants, the mean percentage of correct 
responses on the MemTrax test significantly 
increased. 

 The statistical values of the average 
reaction times for Group A in the pre- and post- 
test were also calculated. When the paired 
t-test was performed to compare the statistical 
significance of the difference in means of the 
average reaction times of Group A in the pre- 
and post-test, the t-value was 2.5559. At a 95% 
confidence interval for 53 degrees of freedom 
in a two-tailed t-test, the null hypothesis would 
be rejected when the t-value was greater 
than 2.0057. Because the t-value was greater 
than the critical value, the null hypothesis was 
rejected. This indicates that the average reaction 
time significantly increased after the ambiguous 
illusion was shown to the group A participants. 
Therefore, when the illusion was viewed, there 
was a significant increase in the percentage 
of correct responses, as well as the average 
reaction time, in Group A participants.

Group B Results

 Group B participants reported to not 
take any medication for their ADHD. The mean 
percentage of correct responses of Group B 
in the pretest was 90.96%, while the mean in 
the post-test was 88.35%, showing a decrease 
of 2.61% in the mean percentage of correct 
responses after the illusion was shown (Figure 
3). The mean average reaction time of Group B 
in the pretest was 0.93482 seconds, while the 
mean in the post-test was 0.88141 seconds, 
showing a slower mean reaction time of 
0.04711 seconds after the illusion was shown 
(Figure 4).

Figure 3: The Mean Percentage of Correct Responses of 
Group B Subjects in the Pre vs. Post Test
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Figure 4: The Average Reaction Time of Group B Subjects in 
the Pre vs. Post Test

 A paired t-test was also conducted to 
test the statistical significance of the difference 
in the mean percentage of correct response and 
average reaction time in the pre-and post-test of 
Group B participants. 
 When the paired t-test was performed,  
the t-value was 1.0736. At a 95% confidence 
interval for 21 degrees of freedom in a two-tailed 
test, the null hypothesis would be rejected when 
the t-value was greater than 2.080. Because 
the t-value was less than the critical value, the 
null hypothesis was accepted. Therefore, after 
the ambiguous illusion was shown to Group B 
participants, the mean percentage of correct 
responses on the MemTrax test decreased, but 
not statistically significantly. This indicates that 
the illusion had no significant effect on the 
percentage of correct responses of Group B 
participants.
 The statistical values of the average 
reaction times for Group B in the pre- and post- 
test were also calculated.
 When the paired t-test was performed 
to compare the statistical significance of the 
difference in means of the average reaction times 
of Group B in the pre- and post-test, the t-value 
was 0.7184. At a 95% confidence interval for 21 
degrees of freedom in a two-tailed t-test, the null 
hypothesis would be rejected when the t-value 
was greater than 2.080. Because the t-value was 
less than the critical value, the null hypothesis 
was accepted. This indicates that the average 
reaction time decreased after the ambiguous 
illusion was shown to Group B participants, but 
not statistically significantly. Therefore, when 
the illusion was viewed to Group B participants, 
there was no statistically significant effect on 

the percentage of correct responses or average 
reaction time performance.

DISCUSSION
 The results both did and did not support 
the hypothesis that the viewing of ambiguous 
illusions would significantly improve VWM 
performance.
 In Group A, both the percentage of 
correct responses and average reaction time 
increased significantly in the post-test. The 
significant increase in the percentage of correct 
responses in Group A showed a significant 
improvement in VWM performance after the 
illusion was shown and reflects an increase 
of VWM capacity, supporting the hypothesis 
that ambiguous illusions would improve VWM 
performance. Multiple studies have shown that 
working memory capacity has the possibility to 
be improved through training of the cognitive 
system (Holmes et al., 2009; Li et al., 2017; 
Owens et al., 2013), therefore the increase 
in accuracy when the illusion was shown 
was most probably caused by the training 
of the VWM system through the ambiguous 
illusion. Stimulation of the visual perception 
and processing systems occurred when the 
ambiguous illusion was shown (Long and 
Toppino, 2010), therefore stimulating the same 
brain mechanisms used by VWM (Luck & Vogel, 
2013), leading to an increase in VWM accuracy.
 In Group A, the slower reaction time was 
a significant increase of 0.05 seconds in the 
post-test. This difference may be a consequence 
of the research design of repeating the MemTrax 
test. The preliminary study which tested if there 
was a significant difference between the first 
MemTrax test and the repetition of the test 
found that the difference in both the mean 
percentage of correct responses and average 
reaction times was statistically insignificant, but 
the mean average reaction time did increase 
by around 0.04 seconds in the post-test. While 
the difference showed to be insignificant when 
the paired t-test was conducted, because 
there were only 15 participants, more trials 
should be conducted to confirm the difference 
is insignificant. It is likely that the increase in 
0.05 seconds was due to the research design, 
and the viewing of the illusion did not have a 
significant effect on the average reaction time, 
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but more trials of the preliminary study need to 
be conducted to confirm this.
 In Group B, the mean percentage of 
correct responses and the average reaction time 
in the post-test decreased, but the difference 
between the pre- test and post-test showed 
to be statistically insignificant in both. This 
shows that the viewing of the ambiguous 
illusion had no significant effect on the VWM 
performance of group B participants, which does 
not support the hypothesis. This could indicate 
that the viewing of ambiguous illusions is only 
effective in improving VWM performance in 
ADHD populations when in combination with 
prescription ADHD medication which also 
improves VWM performance, just as behavior 
therapy for ADHD is most effective when used 
in combination with stimulant ADHD medication 
in older children and young adults (Centers for 
Disease Control and Prevention, 2020).

CONCLUSION

 The results showed that the viewing of 
ambiguous illusions can be used as supplemental 
training in improving VWM capacity in young 
adult ADHD populations, but only when in 
combination with prescription medication. The 
improvement of VWM performance in this 
population caused by ambiguous illusions is 
specific to improvements in VWM accuracy, 
which was reflected by the significant increase in 
the percentage of correct responses in Group A 
subjects, and does not affect the reaction time, 
as reflected by the inconclusive average reaction 
time results in Group A subjects.
 While the results indicated that the 
viewing of ambiguous illusions will not affect 
the VWM performance of young adult ADHD 
populations who do not take medication, they 
did show ambiguous illusions could be used 
as supplemental training to improve VWM 
performance in young adult ADHD populations 
when in combination with medication. This 
information can be utilized by members of this 
population because this simple task of viewing 
ambiguous illusions could be used as a practical 
tool to boost VWM performance, which could 
lead to improvements in areas affected by VWM, 
such as job performance, social ability, and 
learning ability (Johnson, 2016).
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An Application of Machine Learning to Predict the Post-Operative 
Life Expectancy in Lung Cancer Patients

Spandana Pavuluri
duPont Manual High School

10th, Louisville, Kentucky

 Lung cancer is the third most common 
type of cancer in the U.S. and thoracic surgery, 
which can result in death or survival, is a viable 
option for certain lung cancer patients. This 
project used Weka machine learning software 
containing algorithms and attribute selection 
techniques to determine the most accurate 
predictive model for post-operative life 
expectancy in order to increase transparency 
for patients. Specifically, algorithms, which run 
through the data and predict whether patients 
survive or died, were tested to determine which 
was most accurate. Using Weka, the 23 base 
algorithms (no attribute selection technique) 
were run and accuracy percentages were logged. 
Then, the first selection technique (which 
essentially removes columns of information that 
it deems irrelevant to the prediction) was run, the 
“unselected” attributes were removed, and all 23 
algorithms were run again under this attribute 
selection technique. This process was repeated 
with 8 other attribute selection techniques 
resulting in various combinations of attribute 
selection techniques & algorithms to compare. 
No combination of algorithm and attribute 
selection technique got past 85.1064%, which 
was also reached by the control. A majority of 
the algorithms didn’t have accuracy percentages 
that were significantly different from the 
control algorithm, ZeroR, so the null hypothesis 
was accepted. 6 of the algorithms performed 
significantly worse than ZeroR, so the alternative 
hypothesis was accepted in these cases. As for 
the attribute selection techniques, all but one 
did not perform significantly differently from 
when no attribute selection was used, so the null 
hypothesis was accepted. 

 According to the CDC, of all cancers, 
lung cancer is one of the most common types 
in the United States (2020). Based on the stage 
and type of cancer, thoracic surgery may be a 
viable option for lung cancer patients. In general, 
thoracic surgery usually involves either the chest 
or the thorax. Thoracic surgery procedures may 
vary between lung cancer patients based on 
many factors, including cancer stage, patients’ 
needs, etc. 
 This project was done using a data 
set on the Post Operative Life Expectancy in 
Lung Cancer patients who undergo thoracic 
surgery. The data set contains information on 
470 patients who are non-identifiable. This 
data set has 17 different attributes, or specific 
columns of information for each patient, such 
as their Age, DGN, PRE4, PRE5, etc. The final 
attribute, also called the class variable, contains 
information on whether the patient has died or 
survived within one year of surgery. This is a 
binary class variable, meaning there are only two 
options to convey the information: true or false, 
meaning they died or survived, respectively. 
Seventy patients in the data set have died within 
one year of surgery and 400 have survived 
within one year of surgery.
 Machine learning is the use of technology 
and algorithms that can learn and predict 
outcomes on unseen data. Weka, a machine 
learning software that can be used to test 
different built-in algorithms and attribute 
selection techniques on a data set, will be 
used. Attribute selection is when only certain 
attributes are taken into consideration when 
predictions and patterns are being made by the 
algorithms. For example, if a certain attribute is 
taken into consideration when trying to create 
an accurate predictive model but this attribute 
isn’t necessarily related to the outcome of the 
situation, then it is unnecessary to be taken into 
consideration and could actually cause confusion 
in the prediction. Another important machine 
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learning concept is the use of training and testing 
sets. In a training set, the algorithms can see the 
class variables (or final prediction) in the sample 
to learn from them; in a testing set, the algorithm 
cannot see the class variables so it tries to use 
what is learned in the training set to predict the 
class variables of this sample.
 Ultimately, the goal for this machine 
learning project is to create the most accurate 
predictive model to predict the post-operative 
survival of a lung cancer patient within one 
year of surgery.  This will be done by testing 
different algorithms and using attribute selection 
techniques. A technique called Ten-Fold Cross 
Validation is used, splitting the data into 9/10 
for the training set and 1/10 for the testing set 
(Vanschoren). The whole process is repeated 10 
times, meaning that each tenth of the data will be 
the testing set once, and then the average will be 
calculated.
 With lung cancer being so common 
and thoracic surgery having genuine risk, the 
importance of transparency in the process of 
deciding whether to undergo a procedure is 
essential. Although it may not always be possible 
to provide patients with a confirmed prediction 
of what may happen, it must be ensured that any 
prediction provided to the patient is as accurate as 
possible. As aforementioned, thoracic surgery can 
be a life-or-death operation and although there 
may not be many alternatives to take to treat lung 
cancer, it is essential that patients feel like they’ve 
been given the necessary information to make an 
informed decision. 
 The purpose of this project is to increase 
transparency in the process of a patient’s decision 
on whether they will undergo thoracic surgery to 
treat their lung cancer or not.  While this model 
may not end up being a hundred percent accurate, 
the goal of this project is to make it as accurate as 
possible so that patients can weigh the risks and 
benefits of the procedure. The question for this 
project is “Which algorithm and attributes provide 
the most accurate prediction of survival or death 
within one year for postoperative lung cancer 
patients?”
 The hypothesis is “If the logistic regression 
algorithm with a specific feature selection 
technique is used, the predictive model will be 
the most accurate.” This is determined because 
logistic regression is generally a highly suitable 

algorithm for many binary classification problems. 
It is a bit more difficult to determine which 
feature selection technique will create the most 
accurate prediction prior to testing so instead, 
it was included that using an attribute selection 
technique will be a factor in increasing the 
accuracy of the model.
 This project differs from past studies 
because different algorithms and attribute 
selection techniques will be used to produce the 
most accurate prediction. It does not use the 
boosting option, which has been used in other 
studies, and focuses on whether patients will 
survive or die rather than how long patients will 
survive. Essentially, this project uses machine 
learning to get the most accurate prediction of 
postoperative life expectancy but deals with 
different aspects of lung cancer survival and the 
approach tunes different parameters to determine 
which is the most accurate prediction.

 The Thoracic Surgery dataset was first 
downloaded and then opened in Weka. Then, 
to ensure there were no missing values in the 
data set, the different attributes were clicked 
on and the missing values were all equal to 0%. 
To begin experimentation, under the Classify 
window, the algorithms were selected to be run. 
23 algorithms were chosen, either randomly or 
selectively due to high base accuracy percentages, 
from all the algorithms available in Weka. The 
first algorithm, NaiveBayes, was chosen, cross 
validation with 10 folds was selected, and the 
algorithm was run. This process was repeated 
with the other 22 algorithms, which were 
Logistic, SGD, SMO, IBK, J48, RandomForest, 
RandomTree, REPTree, VotedPerceptron, 
Bagging, NaiveBayesMultinomialText, SGDText, 
AttributeSelected Classifier, CVParameterSelection, 
MultiScheme, RandomSubSpace, Stacking, 
Vote, WeightedInstancesHandlerWrapper, 
InputMappedClassifier, HoeffdingTree, and ZeroR, 
the control algorithm.
 Since the base algorithms had been 
run, attribute selection techniques were run 
next. Nine attribute selection techniques were 
randomly selected and each technique was 
used with each algorithm, resulting in 230 total 
combinations to examine, including the 23 base 
algorithms performance. First, the CfsSubsetEval 
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attribute selection technique was chosen with 
the “GreedyStepwise” search method. Once the 
other attributes were removed, the same process 
of running all 23 of the algorithms was done with 
only those selected attributes. 
 Once all the algorithms had been run 
under the CfsSubsetEval attribute selection 
technique, the process was repeated with 
CorrelationAttributeEval, ReliefAttributeEval, 
SymmetricalUncertAttributeEval, and 
InfoGainAttributeEval, which all used the Ranker 
search method. With the next attribute evaluators, 
the search method was ranker meaning that 
instead of saying explicitly which attributes 
should be selected, the attributes are ranked. 
For CorrelationAttributeEval, all values ranked 
above 0.04 were considered as selected values 
and then this attribute selection technique was 
run again with values above 0.05 considered 
as selected. For ReliefAttributeEval, all values 
ranked above 0.01 were considered as selected 
values and this technique was re-run with 
values above 0.02 considered as selected. For 
SystemUncertAttributeEval, all values ranked 
above 0 were considered as selected values and 
then this attribute selection technique was re-run 
with values above 0.004 considered as selected. 
InfoGainAttributeEval was first run with values 
above 0 being considered as selected and then 
with values above 0.002 considered as selected. 
Since CorrelationAttributeEval, ReliefAttributeEval, 
SymmetricalUncertAttributeEval, and 
InfoGainAttribute Eval were each run twice with 
different selected values, there were a total of 10 
different attribute selection techniques (including 
the base with no selection technique) that were 
run in this project.  After all of the combinations of 
algorithms and attribute evaluators were run, the 
accuracies of all the different combinations were 
compared by sorting through the data that was 
saved.

DATA AND RESULTS

 Accuracy percentages for each base 
algorithm and each algorithm and attribute 
selection technique combination were recorded 
and accuracy values containing the highest 
accuracy (85.1064%) were highlighted. No 
accuracy percentages got above the 85.1064% 
which was also reached by the control algorithm, 
ZeroR. The majority of the algorithms that had the 

highest accuracy percentage of 84.1064% with 
base, meaning no attribute selection techniques, 
tended to have the most highlighted cells total 
among different attribute selection techniques. 
The algorithms that had been added during the 
project proved to be more effective than the 
11 first randomly selected algorithms, as can 
be seen with the mean values listed in Table 1. 
Another trend that has been apparent from the 
raw data is that the accuracy values among the 
last 12 algorithms were all the exact same, even 
among different attribute selection techniques. 
Additionally, the raw data shows that certain 
attribute selection techniques, specifically 
CfsSubsetEval, may not have been as effective. 
 To answer the project’s question, there 
were numerous different combinations of 
algorithms and attribute selection techniques that 
were able to perform the most accurately.

Table 1. T-test Comparing 23 Algorithms and Control 
Algorithm, ZeroR
 To determine whether any algorithm 
was statistically significantly different from the 
performance of the control algorithm, Zero R, 
a t-test was performed. Each algorithm’s data 
was compared to ZeroR and the values for 
every t-test performed were either negative or 
equal to 0, as shown in the table. Seeing as the 
critical t-value was 2.101, all of the calculated 
t-values that were between -2.101 and 2.101 
meant those algorithms had no significant 
statistical difference between their accuracy 
percentages and the ZeroR (no intelligence) 
algorithm accuracy percentages. This means 
that SGD, SMO, J48, REPTree, VotedPerceptron, 
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NaiveBayesMultinomialText and all the algorithms 
following it supported the null hypothesis.   Since 
the t-test performed was two-tailed, if the t-value 
was out of the range of -2.101 and 2.101, 
then the null hypothesis would be rejected. 
The NaiveBayes, Logistic, IBK, RandomForest, 
RandomTree, and Bagging algorithms support 
the alternative hypothesis meaning that these 
algorithms performed significantly worse than the 
ZeroR algorithm. 

Table 2. T-test Comparing 23 Algorithms and Control 
Algorithm, ZeroR

 The t values for the attribute selection 
techniques when compared against their control 
(base- no attribute selection technique) range 
only between -1 and 0.5. Seeing as most of 
these values are all within the range of -2.042 
and 2.042, mostly all of the different attribute 
selection techniques did not prove to have 
a statistically significant difference in results 
compared to when no attribute selection 
technique was used on the algorithms. This 
means that for all but one of the various attribute 
selection techniques, the null hypothesis was 
accepted. The CfsSubsetEval attribute selection 
technique is the only attribute selection 
technique that has a t-value out of the range of 
-2.042 and 2.042 and supports the alternative 
hypothesis meaning it performed significantly 
worse than when no attribute selection technique 
was used. When comparing the means of 
the different attribute selection techniques, 
CorrelationAttributeEval, with values above .05 
considered as selected, had the highest accuracy 
percentages.

 The data showed that the base algorithms 
and the combinations of algorithms and attribute 
selection techniques weren’t able to surpass the 
accuracy percentage of 85.1064%. There were 
numerous algorithms that performed the “best,” at 
this accuracy percentage of 85.1064%, including 
the control algorithm, ZeroR. This algorithm uses 
no intelligence and predicts the majority outcome 
(University of Waikato, 2020). The techniques were 
likely not able to determine clear patterns among 
the data set in order to create accurate predictive 
models above 85.1064%. More specifically, since 
this data set had only 70 cases of patients who 
had died within one year of the surgery vs. 400 
patients that had survived, the algorithms likely 
weren’t able to properly distinguish between both 
outcomes since there was not as much information 
on patients who had died.
 The data also showed that the last 12 
algorithms run, which were intentionally selected 
since they had the highest base accuracy 
percentages, were consistently more effective 
than the first 11 algorithms. Therefore, it can 
be concluded that selective choosing of base 
algorithms for this data set can cause accuracy 
percentages to be consistently higher than if 
algorithms were randomly selected. 
 Additionally, the last 12 algorithms all 
had the exact same values, even when they had 
been run under different attribute selection 
techniques. This was likely because they had all 
started with the same value of 85.1064% so the 
way the algorithms found patterns in the data and 
predicted was fairly similar. Therefore, even with 
different attributes removed, they got the same 
accuracy prediction values since they used very 
similar methods. 
 When t-tests were performed on the data, 
it was found that a majority of the algorithms did 
not have accuracy percentages that had significant 
statistical differences from the control algorithm. 
6 algorithms performed significantly statistically 
worse than the control algorithm. These select few 
algorithms supported the alternative hypothesis 
stating that “ If various algorithms/attribute 
selection techniques are used, the predictive 
accuracy will decrease compared to that of the 
control.” When t-tests were performed on the 
attribute selection techniques, all but one of the 
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attribute selection techniques had a significant 
statistical difference compared to when no 
attribute selection technique was used. Therefore, 
for a majority of the algorithms and attribute 
selection techniques, the null hypothesis stating 
that “If various algorithms and attribute selection 
techniques are used, the predictive accuracy 
will not differ significantly from the predictive 
accuracy of the control,” was accepted.  
Another study ran a couple of algorithms on the 
thoracic surgery data set, some of which were 
also used in this project, and calculated accuracy 
percentages along with other factors (Khalaf & 
Wang, 2018). The algorithms, similar to many in 
this study, were NaiveBayes, Logistic Regression, 
RandomForest, SVM, and RBFN. Naive Bayes 
had the worst accuracy in the mentioned study 
and this project also showed that Naive Bayes 
was one of the worst predictive algorithms. The 
similarities in the results of both projects add 
increased credibility to the findings.  
 Another study worked to test a couple of 
algorithms, such as Logistic Regression, J48, Naive 
Bayes, and determine whether they were accurate 
predictions. The main differences were that the 
age attribute was discretized, meaning the values 
were sorted into different “bins” which were 
named with a value. Discretization is an important 
step for data sets with discrete data similar 
to the thoracic surgery data set (Lustgarten, 
Gopalakrishnan, Grover, & Visweswaran, 2008). 
Therefore, the way that this study discretized the 
age attribute was likely a reason that some of the 
algorithms performed better with those methods 
versus this project’s methods (the data was not 
discretized). Additionally, another difference was 
that the first 5 attributes were removed since 
they weren’t relevant to the prediction but that 
practice was not done in this project.
 For future research, more attribute 
selection techniques could be run on the 
algorithms in order to see whether accuracy 
percentages could improve. Additionally, while 
all the base algorithms had been run and the 
ones with the best predictions had been chosen 
and included in the project, this project could 
be expanded in the future by running all of 
the algorithms, even the ones which had not 
performed the “best” without any attribute 
selection techniques, to get an even larger range 
of accuracy percentages. Data discretization could 

be used in another version of this project to see 
whether it is able to consistently increase the 
accuracies of the algorithms. It is important to 
continue to try to increase the transparency for 
patients and by running algorithms and attribute 
selection techniques among other postoperative 
or other health-related data sets, more accurate 
predictive models can be extremely beneficial to 
patients. 
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 With 7.5 million people suffering from 
speech impediments, it is imperative that accurate 
speech aids are developed. Conditions such 
as stroke, ALS, and cerebral palsy leave their 
patients unable to speak and force them to use 
cumbersome and inefficient devices such as 
eye or cheek trackers. In this study, a speech 
aid known as a Silent Speech Interface (SSI) was 
created. This device could be used by patients 
with speech disorders to communicate letters 
in the English alphabet voicelessly, merely by 
articulating words or sentences in the mouth 
without producing any sounds. This device 
captures and records the subtle neurological 
activation of the muscles in the internal human 
speech system from the surface of the skin. 
These EMG signals are then classified into speech 
in real-time using a trained Machine Learning (ML) 
model. This device could effectively determine 
what was communicated with 80.1% accuracy. 
For this device, it was found that the Support 
Vector Machine algorithm was the most effective 
ML model for the classification of EMG signals 
from the throat. These findings fill the lack of 
research on optimal ML models for use in an 
SSI. Overall, this study involves the creation of 
a device that measures biomedical signals and 
translates them into speech using the SVM model 
with high accuracy. This study’s findings could 
improve the accuracy of future SSIs by showing 
which algorithms are most accurate in practice.

Keywords: Silent Speech Interface, sEMG, 
Machine Learning, Convolutional Neural Network, 
Pattern Recognition

 Multiple Sclerosis (MS) is a progressive 
neurodegenerative disease characterized by 
lesions in the nervous system that affects 
nearly 2.3 million people worldwide (Brown, 
2000). As the disease progresses, MS creates 
communication problems between the brain and 
body. Two major impairments that come with 
MS are speech disorders known as dysphonia 
and dysarthria (Brown, 2000). Dysphonia 
affects speech muscles, which can lead to 
patients being inaudible (Beukelman and Garrett, 
1988). Other diseases such as Motor Neuron 
Diseases (MNDs) cause patients’ speech to 
become unclear, taking away a patients’ ability 
to speak. MND patients are forced to use eye 
or cheek tracking speech aids which make 
the user perform specific muscle movements 
to select letters and words the user wants to 
communicate. These cumbersome devices prove 
to be an extremely slow and fatiguing solution 
for communication. In this study, these systems 
will be referred to as Conventional Speech 
Interfaces (CSI).). 

I. Silent Speech Interfaces and the 
Electromyograph (EMG) Signal 

 Silent speech refers to the act of 
minimally/internally articulating words without 
producing sounds (Kapur, 2019) Although 
silent speech is inaudible, it produces signals 
that can be recorded and classified into words 
using Machine Learning. These signals are 
ElectroMyoGraph (EMG) signals which are 
created by subtle muscle contractions. During 
silent speech, speech muscles (cheek, lips, etc.) 
contract, producing EMG signals in certain 
patterns. When the same words are spoken, 
the same muscle contractions occur to produce 
specific EMG signal patterns. Thus, if the EMG 
signals can be recorded, it is possible to translate 
the signal patterns to determine the speech that 
was silently spoken. This allows for
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development of a new type of speech interface 
known as Silent Speech Interfaces (SSI).
SSIs are a more effective speech aid compared 
to CSIs. However, an SSI’s accuracy is highly 
dependent on the computer algorithms that are 
used to translate the EMG signals into speech 
(Kapur, 2019).
 The most common method to record 
EMG signals involves placing electrodes on the 
skin to detect muscle contractions (Kapur. 2019). 

II.  Artificial Intelligence for Construction of 
Automated Silent Speech Interface 

 SSIs make use of Machine Learning to 
identify sEMG/EMG patterns to translate silent 
speech into language (Denby, 2011). ML is a 
broad field and can be subdivided into 2 main 
categories: supervised learning and unsupervised 
learning. The construction of an SSI requires 
supervised learning, in which an algorithm 
generates a function that maps inputs to desired 
outputs (Ayodele, 2010). 
 Using supervised learning, it is possible 
to “teach” and develop an ML algorithm that can 
translate sEMG/EMG signals into the letters/
words that were silently spoken.  
 In this study, sEMG signals will be 
translated into one of the five vowels. Thus, ML 
classification algorithms were used to classify 
sEMG signals into the letters/words that were 
silently spoken.
 In the case of EMG signal classification, 
only several supervised ML algorithms could be 
used for the construction of an SSI, because only 
a few ML algorithms are capable of analyzing 
and processing signals (series of numbers). This 
narrowed the ML models that could be used 
and set the scope of this study. Access to ML 
Development Software has allowed several 
researchers to classify EMG signals.

III. Previous Findings 

EMGs are typically recorded through an 
electromyograph. These high-end machines are 
expensive and thus an inconvenient solution to 
monitor EMG signals for the development of an 
SSI. A study conducted by Kareem et al. used 
the Myoware to record EMG signals (2017). 
By comparing the sEMG signals recorded by 

the Myoware sensor to those recorded by the 
Electromyograph, Kareem et al. found that the 
Myoware can be used in ML applications due 
to its high accuracy (2017). Furthermore, it was 
determined that sEMG signals recorded from 
the Myoware and the electromyograph have the 
same patterns. Therefore Kareem et al. identified 
that classification of sEMG signals is possible 
using the Myoware due to its high accuracy. 
This study was important as it justified the use 
of a Myoware sensor (used in this study) as an 
alternative to the electromyograph used in other 
studies. A landmark paper, titled “Non-Invasive 
Silent Speech Recognition in Multiple Sclerosis 
with Dysphonia,” by Kapur et al. is one of the 
most advanced research on the implementation 
of an SSI. The SSI created, recorded EMG signals 
from a multitude of locations from the face and 
throat as shown in Figure 1. These signals were 
used to train, validate, and test the Convolutional 
Neural Network (CNN) --an ML algorithm-- that 
was used to build the SSI. Although the use of 
the model was never justified, the CNN model 
yielded high accuracy of 79%. The SSI developed 
improved the speed/accuracy of communication 
compared to CSIs (Kapur, 2019). This study 
was crucial as it laid the foundation for the 
methodology in this research as it was the only 
study that identified steps to create an SSI

.
Figure 1:  Picture of Electrode Locations - This figure shows 
an image of electrode placements used in Kapur’s study

Another study by Shultz et al. developed 
an SSI using the EMG-PIT corpus, a database of 
EMG recordings from the speech system. Using a 
Gaussian Mixture Model (GMM), the developed 
SSI managed to achieve a low error rate of 10%. 
Similar to Kapur et al.’s study, Shultz’s study lacks 
justification for the ML algorithm used. This 
lack of justification could suggest that other ML 
algorithms would perform better at classifying 
sEMG signals in an SSI.
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IV. Research Goals & Research Gap

 This project aims to construct two types 
of ML algorithms in order to gain insight into 
the question: “Which type of Machine Learning 
Algorithm (Convolutional Neural Networks 
or Pattern Recognition) is most accurate at 
classifying surface ElectroMyoGraph (sEMG) 
signals from the submental triangle (area under 
the chin) to develop a Silent Speech Interface?” 
This study would help further improve the ability 
of SSIs to translate sEMG signals into speech, 
allowing for more accurate communication.
The engineering goal of achieving an 80% 
accuracy was developed as other studies on 
SSIs also strived to acquire an 80% accuracy. 
The engineering goal also involved creating an 
SSI using a low-cost muscle sensor (Myoware) 
as previous studies only used electromyographs 
(Karlik, 2018).  

 To identify the most accurate model 
through the true quantitative experimental 
method, the tested models’ F1 scores were 
compared just as in Karlik’s study. F1 scores 
range from 0 to 1, and high scores indicate that a 
model is both accurate and precise (Eremenko et 
al., n.d.). The models’ F1 scores were compared, 
and the model with the highest score was 
identified as the best performing ML algorithm, 
answering the research question.
 To determine if the created SSI met the 
engineering goal only the accuracy of the ML 
model with the highest F1 score was considered. 
This is because the SSI will use the best 
performing model (model with highest F1 score 
- identified in experimental method) to translate 
EMG signals.
 To evaluate models, the SSI had to be 
created. Creating an SSI involved the following 
procedures which were also carried out in 
Kapur’s study:

I. Arduino-Based EMG Recorder Development

 The first step in the development of 
the EMG recorder was wiring components 
together. The EMG recorder would make use 
of a microcontroller (Arduino) that takes EMG 
recordings from a sensor and saves data to an SD 

card. The recorder has buttons to start recording 
EMG signals. 
 For the Arduino to record EMG signals, the 
Myoware muscle sensor was used to detect EMG 
signals. As discussed previously, the MyoWare is 
the best commercially available muscle sensor and 
has been used in other studies due to its reliability 
and accuracy (Hartman, n.d.). Although Kapur 
does not use the Myoware, Kareem justifies the 
use of this sensor as it produces accurate results 
(n.d.). 
 The Arduino Mega, Myoware, and button 
were all connected as shown in the schematic 
(Figure 2) and diagram (Figure 3) below. To ensure 
functionality, the device was connected this way 
according to data sheets provided by the Arduino 
company (n.d.). 

METHODOLOGY

Figure 2: Schematic of EMG Recorder - This figure shows 
the EMG recorder schematic

Figure 3:  Diagram of EMG recorder - This figure shows the 
EMG recorder wiring diagram

Figure 4: Image of Developed EMG Recorder - This figure 
shows an image of the created EMG recorder with the red 
Myoware sensor to the right and the blue Arduino Mega at 
the top

The Classification of EMG Signals using Machine Learning for the Construction of a SSI
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 An image of the fully constructed EMG 
recorder is shown in Figure 4. This EMG recorder 
was programmed to perform various tasks. The 
device has 3 tasks.
 Tasks 1 and 2 involve taking in user input. 
The code for the button allows the device to 
start recording EMG data only when the user 
is ready to speak. This was also done by Kapur 
and ensures that EMG data is only recorded 
when silent speech is produced. The code to 
determine what letter is being silently spoken is 
important as the device needs to associate each 
EMG recording with a specific letter. After EMG 
data has been recorded, the EMG data has to be 
saved. 

II. Database Preparation

 A database needed to be created to train 
the ML models. This data was created using the 
created EMG recorder device (Figure 4). Three 
electrodes were attached to the submental 
triangle, the area under the chin. A total of 1020 
EMG recordings were taken, 170 for each of the 
5 vowels and another 170 to establish a baseline 
of not speaking at all.
 Afterward, the EMG dataset was parsed 
into 2 sets: a training set, with 80% of the entire 
data, and a testing set, with 20% of the entire 
data, which was split this way to ensure the 
magnitude of the training data was sufficient 
(Mwebaze & Owomugisha, 2016) 

III. Pattern Recognition Methods 

 Once imported into the MATLAB 
programming environment, the Classification 
Learner App was utilized to develop the Pattern 
Recognition Algorithms to classify sEMG 
signals (Eremenko et al., n.d.). Only 7 types of 
Pattern Recognition algorithms were capable 
of translating EMG signals and they were all 
implemented: Support Vector Machine (SVM), 
Ensemble, K-Nearest Neighbors (K-NN), Decision 
Tree Classification, Naive Bayes (NB), Linear 
Discriminant, Quadratic Discriminant. The EMG 
data and the corresponding vowel/letter were 
imported into the computer. Each algorithm was 
trained/tested on the same dataset to ensure the 
validity of the results. Due to time constraints 
and limited computing power, each algorithm was 

given only 10 iterations (opportunities) to learn 
from the data, ensuring that no ML model had 
an advantage over the other tested algorithms. 
After training each PR model, each algorithm 
was tested on the previously developed testing 
data to determine classification accuracy and F1 
scores.

IV. Convolutional Neural Network Methods

 The GoogleNet algorithm was repurposed 
for this study to classify EMG  signals into letters. 
This process of repurposing classification layers 
(Figure 5) from an existing model is known as 
transfer learning which is  beneficial as the CNN 
model developed using GoogleNet will likely 
have higher accuracy than other CNN algorithms 
(MathWorks, Classification Learner App n.d.).

 Because CNN’s require image inputs 
for classification/training, the signal which was 
originally a series of numbers had to be converted 
into an image by converting it to a spectrogram 
which is a visual representation of signals and 
was also used in Kapur’s study when developing 
an SSI. A spectrogram for each of the 1020 EMG 
signals in the dataset was built. 

V. Creation of Silent Speech Interface

 An SSI is a speech aid that records silent 
speech and uses an ML algorithm to translate the 
recorded EMG signals. Therefore the developed 
SSI has to be able to record EMG signals and then 
translate those signals using ML which was done 
by combining the previously built EMG recorder 
and a computer running ML algorithms. 

 As discussed in the methodology, the ML 
algorithms were tested using the same testing set. 
The classification accuracy and F1 scores were 
calculated for each tested model. F1 scores are

Figure 5:  Transfer Learning Implementation - This figure 
shows the steps required to use transfer learning for an 
application

DATA AND RESULTS
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commonly used by data scientists to compare ML 
models and determine which model is holistically 
better (Wood, 2019). The classification 
accuracies and F1 scores for the PR and CNN 
models are shown in Table I. 

 As seen in Table I, the SVM model 
achieved the highest classification accuracy and 
F1 score. The accuracy values of the ML models 
tested ranged from 49.5% to 80.1% while the 
F1 scores ranged from 0.48 to 0.81. It can also 
be seen that the F1 scores closely correlated 
with the classification accuracy for each model 
and were often only ± 0.02 away from the 
classification accuracy. 
 Confusion Matrices are a common way 
to depict the accuracies of ML models. The 
Confusion Matrices are shown for the SVM 
model (Figure 15), which had the highest F1-
score/accuracy, and the CNN model (Figure 16) 
which was the only non-PR algorithm tested.

 In Confusion Matrices (Figures 6 & 
7), the rows denote what letter was silently 
spoken, whereas the column shows which letter 
was predicted by the trained ML algorithm. 
Therefore, all the correct predictions lie along the 
diagonal vector shaded in blue whereas incorrect 
predictions are shaded in orange. 
 Through analysis of the Confusion Matrix, 
it can be seen that both the SVM model (Figure 
6) and CNN model (Figure 7) classified the 
signals for “not speaking” denoted by “B” (Blank) 
on the axes, with a 100% accuracy. The SVM 
model’s largest error was due to misclassifying 
the EMG signals (for letter “E”) as the letter “A”. 
This accounted for 20.6% of incorrect predictions 
associated with the letter E. The CNN model’s

Table I:  Classification Accuracy & F Scores

Figure 6:  Confusion Matrix of  Support Vector Machine 
which has an 80.1% accuracy and F1 score of 0.81

Figure 7:  Confusion Matrix of the CNN which has a 54.9% 
accuracy and F1 score of 0.60
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largest error was due to misclassifying the 
EMG signals (for letter “A”) as the letter “I”. This 
accounted for 35.3% of incorrect predictions 
associated with the letter “A”. 
 Both the SVM and CNN models 
performed poorly when classifying the letters “A” 
and “I”. This misclassification trend also occurred 
in the other tested PR models indicating that the 
EMG signals for “A” and “I” are hard to decipher. 
The SVM model had accuracies of 64.7% and 
56.8% for the letters “A” and “I” respectively 
whereas the CNN model had accuracies of 
20.6% and 32.4% for the same letters. These 
accuracy values for individual letters were the 
lowest and brought down the overall F1-score/
accuracy. 

I. New Understanding & Conclusions

 An SSI was created and 8 ML algorithms 
were tested. The calculated F1 scores of 
each model were used to determine the best 
performing model and the classification accuracy 
of the model with the highest F1 score was used 
to determine whether the engineering goal was 
achieved  
 It was found that the highest F1-score 
(0.81) was achieved using the SVM model 
which is a type of PR algorithm. This means 
that the SVM Pattern Recognition model is the 
most accurate ML algorithm to use in an SSI 
for classifying EMG signals into speech, thus 
answering the research question. This is the first 
study to have ever identified the most accurate 
ML algorithm for classifying EMG signals in an 
SSI.
The classification accuracy for the SVM model, 
the best performing model, is 80.1%. This 
classification accuracy meets the engineering 
goal of 80% accuracy.

II. Explanation of Findings & Other Research

 The SVM model likely outperformed the 
CNN model as it is a simpler model and can train 
on data quickly. Because the number of iterations 
each model could train for was limited, the CNN 
wasn’t able to fully train in the given amount 
of iterations. Therefore the SVM algorithm 
performed better. 

CONCLUSION

 The PR models tested had a wide range of 
accuracies. This can be attributed to the fact that 
some models, such as the Linear Discriminant, 
divide numerous classes ineffectively with simple 
methods. Although these algorithms perform well 
with small inputs, it wasn’t useful to classify large 
EMG signals. 
 Karlik found in his study that the CNN is 
the most accurate algorithm for classifying EMG 
data for arm prostheses. This study had different 
results because the nature of EMG signals from 
the arm and throat are different resulting in 
different optimal ML algorithms. Additionally, in 
this study, time and resource limitations could 
have impacted the performance of tested ML 
algorithms.

V. Limitations, Future Research & Implications

 One limitation of this study is that it used a 
small dataset. Due to time constraints, the dataset 
developed to train/test the ML model contained 
only 1020 signals. With more training data, the 
accuracy of the ML algorithms would improve. 
Another limitation is that this study cannot 
definitively identify the SVM algorithm as the most 
accurate ML model. There are many types of ML 
algorithms, such as Artificial Neural Networks, 
that were not tested in this study due to time 
constraints and the complexity of models.
Future studies can address these limitations 
by evaluating/comparing more types of ML 
algorithms. Additionally, future studies could also 
develop datasets for a multitude of words from 
the English language. This would allow for the 
development of a more complete SSI that can truly 
be used in the real world.
 This study’s findings can help improve the 
accuracy of future SSIs by showing that SSIs can 
achieve better accuracy by using an SVM model. 
Additionally, the findings of this study can push 
researchers to develop SSIs without the use of 
electromyographs as this study was able to achieve 
good results using a low-cost muscle sensor.
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 The purpose of this project was to further 
understand the impact that over-the-head 
listening devices have on noise-induced hearing 
loss (NIHL). A primary cause of NIHLis the use of 
over-the-head listening devices which can cause 
nerve damage, even though these devices aim 
to refine the sound quality of auditory materials. 
It was hypothesized that if the decibel level was 
increased in combination with the distance from 
the ear, the likelihood of nerve damage would 
increase due to the proximity at which the tone 
is amplified. One model was built to replicate 
the human ear and then tested using materials 
to simulate an ear exposed to headphones and 
earbuds. The model included a circuit that carried 
the sound from the outside of the ear model to 
the center where amplification was measured 
using a decibel meter. 10 trials were conducted 
at each of these levels: 80 dB, 85 dB, 90 dB, 
95 dB, 100 dB, 105 dB. After all the trials were 
conducted, it was found that all results were 
significant excluding two, at which headphones 
and earbuds had very similar outputs. External 
factors that may have contributed to this include 
the changes in decibel level in the area the 
experiment was conducted. The results of this 
project indicated that the earbuds coherently held 
the ability to cause the most nerve damage and, 
therefore, proved the hypothesized statement for 
this project correct, as they were the closest to 
the internal ear. 

Keywords: noise-induced hearing loss, earbuds, 
headphones

 Noise-induced hearing loss (NIHL) is one 
of the most prominent and widespread forms of 
sensorineural hearing loss. Recent studies have 
found that nearly 24% of U.S. adults ranging 
from the ages of 20 to 69 show symptoms that 
would indicate the possibility of noise-induced 
hearing loss (National Institute on Deafness 
and Other Communication Disorders, 2017). 
A primary cause of hearing loss is the use of 
over-the-head listening devices (headphones, 
earbuds, etc.) These devices are meant to make 
access to auditory materials clearer by amplifying 
the sound quality. Although, over the years, 
they have been found to cause nerve damage 
in the internal ear, resulting in hearing loss 
(Le, Straatman, Lea & Westerberg, 2017). The 
amplification of sound through these devices 
exposes the human ear to dangerous decibel 
levels, and when combined with the proximity 
of the device this can lead to noise-induced 
hearing loss. 
 Earbuds have been accredited with 
causing more damage to the internal ear, 
compared to headphones. Although, the lack of 
thorough research regarding this topic continues 
to put more individuals at risk. Headphones 
insulate external sound waves and are meant 
to be at greater proximity from the ear while 
still fulfilling the standard of convenience that 
they were intended for. This would lead one to 
deem them to be the safer option. NIHL, while 
primarily caused by over-the-head listening 
devices, does not designate a significant 
difference in which devices undertake the most 
damage. This is important to recognize because 
auditory nerve damage requires expensive 
measures to correct. 
 Trends in sensorineural hearing loss are 
common in the elderly but in recent years they 
have begun to spread to younger cohorts. The 
increased usage of over-the-head listening 
devices among all age groups, along with the 
lack of research indicating its relation to nerve
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damage, overlooks the damage enacted. The 
question asked within this project was: “How do 
over-the-head listening devices contribute to 
noise-induced hearing loss (NIHL)?” The purpose 
of this project was to understand how everyday 
listening devices can cause damage to the 
auditory nerves, linking to potential sensorineural 
hearing loss in the form of NIHL. The hypothesis 
stated that if the decibel level is increased in 
combination with the distance of the over-the-
head hearing device from the ear, the likelihood 
of nerve damage will be increased due to the 
proximity at which the tone is amplified. Within 
this experiment, multiple decibel levels were 
tested to understand the amplification level, 
ranging from the internal ear to the over-the-
head listening devices (headphones and earbuds).
 An analysis of past health data and the 
effects of over-the-head listening devices on 
NIHL (World Health Organization, 2015) was 
used to create an efficient classification of 
the effect these devices have on the auditory 
nerves. The expansion of research in this field 
incentivizes the understanding of the impact 
of over-the-head listening devices on everyday 
life, particularly when looking at nerve damage. 
This project has the potential to revolutionize 
research within the field.

 The goal of this experiment was to 
analyze the impact of over-the-head listening 
devices on the auditory nerves to understand 
the correlation between these devices and NIHL. 
In order to understand this data, a model of the 
human ear was built at a scale of 3 times that of 
the standard eardrum. 
 Foremost, a wooden block was used to 
create the base for all three variations of the 
model. Each variation of the model represents 
one of the following: the internal ear, exposure 
to earbuds, and exposure to headphones. For the 
model, three pieces of 2B pencil lead had to be 
sanded down on one side with 80 grit sandpaper, 
and then one was connected to a 9-volt battery 
connector, on the positive wire. In addition, 
another piece of lead was connected to a wire 
that was attached to a crocodile clip. These 
pieces of lead helped maintain the vibrations 
produced in the model to provide an accurate 
replication of the vibrations in the eardrum. 

Likewise, at the end of one side of each piece of 
lead, a base of 1 cm was created using hot glue to 
allow the lead to connect to the container. 
 As stated before, these pieces of lead 
had to be connected to a container. Within this 
experiment, a paper container with a diameter 
of 4 inches and a height of 2 inches was used. 
The lead pieces were positioned 3 cm apart from 
each other in the middle of the bottom of the 
paper container. A sturdy base was replicated by 
attaching a 3.5 by 3.5 inch piece of cardboard 
along the right edge of the wooden block, a 
clothespin was attached to the cardboard and 
positioned along the end. The container was 
then connected to the wooden base using the 
clothespin. In this layout, the lead pieces should 
be parallel to the wood base, sanded sides facing 
upward. A 9-volt battery was then glued on the 
corresponding edge of the base to complete 
the circuit. Once the wire was connected to the 
battery, both crocodile clips were connected 
to a 3.5mm male to male stereo cable that was 
attached to a small speaker. The final step in 
building the internal ear model was to place the 
third piece of lead sanded side down on top of 
those attached to the container. A small portion 
of trial and error was necessary to get the circuit 
working. This model was then altered to simulate 
exposure to both of the over-the-head listening 
devices (reference Appendix). 
 Replication of the headphone model 
required an additional 4 cm sponge that created 
the extra insulation in a headphone. For the 
earbud model, similar to that of the human ear, 
the input sound was much closer to the container 
because when earbuds are put into the ear they 
are generally approximately between 2-3 cm 
away from the eardrum. 
 After the model had been built, the testing 
procedure with each variation of the model 
required that the same tone was inputted into the 
model and then broadcasted through the small 
speaker. The tone was inputted at 80 dB, 85 dB, 
90 dB, 95 dB, 100 dB, and 105 dB. The output 
volume was then recorded in decibels, for each 
trial. Per each input level tone, the experiment 
was run 10 times allowing for an accurate average 
and understanding of the resulting amplification. 
The data was then collected and averages were 
taken to understand the amplification levels of 
each device, which was then related to the 
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WHO’s statistics on NIHL. T-tests were 
performed to understand the statistical 
significance of the data collected. The model 
in this experiment replicated the human ear to 
the closest degree that was doable in a home 
setting. This experiment was conducted within a 
residential setting.

 This experiment involved three variations 
of a model, two of which simulated over-the-
head listening devices, and one acting as the 
internal ear. Ten trials were performed for each 
variation at each decibel level input. A one-tailed 
uncorrelated t-test was used to compare the 
control to either of the additional devices as well 
as compare the values among those devices. 
The null hypothesis that was tested was that 
the amplified volume will be the same as that of 
the internal ear (control).  All t-tests performed 
were conducted with a 0.05 level of significance 
and 18 degrees of freedom, which resulted from 
subtracting the number of trials by one.

 Figure 3 depicts the average amplified 
volumes among the internal ear (control), 
headphones, and earbuds. The relationships 
between the mean values across all devices at 
each decibel level can be seen in the graph. 
The earbud variation had significantly high 
amplification levels consistently across decibel 
levels below 90 dB. At 95 dB there was only a 
1.77  dB difference between the headphone 
and earbud outcomes, eventually leading to the 
headphone model having a higher amplification 
at 100 dB by 0.1 dB.  This variation in the higher 
decibel levels depicts the potential effects of 
distortion and noise variance across mediums. 
This is important because earbuds are more 
widely available which has led to higher usage of 
such devices.

 Table 1 organizes the results and data from 
the t-tests conducted for the devices at 80 dB, as 
was done for all other decibel levels tested. The 
results of all three of these t-tests indicate that 
despite a small sample size, the data collected in 
this experiment has significance. The t-value for 
the earbuds was the highest, as negatives do not

DATA AND RESULTS

Figure 1: Model Eardrum Diagram

Figure 2:  Model Eardrum

Figure 3: Average Volume vs. Decibel Level across all 
variations of models

Table 1: T-Test for Amplification of Over-the-Head Listening
Devices at 80 dB
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affect the significance of a dataset. This value 
indicated that the data supported the research 
hypothesis rather than the null hypothesis. This 
trend was continuous through the other t-tests 
that were performed except for those at 95 dB 
and 100 dB.
 The null hypothesis was supported at 
95 dB and 100 dB, as the t-test between the 
headphones and earbuds didn’t hold significance. 
A trend that was analyzed from both datasets 
collected at these levels was that the amplified 
mean volumes for both the headphones and 
earbuds were increasingly close. This was 
especially visible at 100 dB as it was anticipated 
that the null hypothesis would be accepted due 
to the minuscule difference of 0.1 dB between 
the means. This was reflected in the t-values 
which were both significantly lower with 1.73 at 
95 dB and -0.18 at 100 dB. Therefore showing 
that there was a low amount of data supporting 
the research hypothesis. It is important to 
acknowledge that at 95 dB the variance across 
all devices was higher showing that the data was 
more spread out. This is evidence of the result 
of distortion at higher decibel levels which was 
accounted for only in the amplification that was 
measured.
 Through analyzing the dataset it was 
visible that there were discrepancies in certain 
prominent trends. This did not affect the pattern 
across all decibel levels in which the internal ear 
exhibited the lowest amplification values as well 
as the lowest standard deviations. This further 
emphasized the low amounts of variability that 
were visible, supporting the model’s efficiency 
in simulating the system of the internal ear. 
There was a significant difference for sixteen 
out of eighteen t-tests performed, with the main 
variations being presented when analyzing the 
data between headphones and earbuds.

 The purpose of this experiment was 
to understand the impact that over-the-head 
listening devices have in contributing to (NIHL). 
The goal of this project was to expand this field 
of research by analyzing which type of over-
the-head listening device amplifies sound the 
most when in the ear leading to nerve damage 
through NIHL. The hypothesis of this experiment 
stated that if the decibel level was increased in 

combination with the distance the over-the-head 
hearing device was from the ear, the likelihood 
of nerve damage would increase due to the 
proximity at which the tone is amplified. The 
primary function of these devices is to render the 
sound found in auditory materials. But recently, 
they have been found to contribute to nerve 
damage (Le, Straatman, Lea & Westerberg, 2017). 
The project was successful in analyzing the 
effect that over-the-head listening devices 
have in contributing to NIHL. The results of this 
experiment supported and proved the hypothesis 
correct. The data recorded in the amplifications 
had low values within the standard deviations 
recorded showing that there weren’t any major 
outliers within the data. There was statistical 
significance for all the t-tests except two dB 
levels, in which the t-value was below the value 
appropriate for determining significance, which 
was 1.734. The two t-values that fell beneath this 
value were when testing significance between 
the earbuds and headphones at 95 dB with 
t(18)=1.73 and at 100 dB with t(18)=-0.18. 
 The significance of these values depicts 
that the data at 95 dB and 100 dB supporting 
the research hypothesis was highly unlikely. The 
mean values of the earbuds and headphones, 
respectively at 95 dB were 105.92 dB and 
104.15 dB, showing that there is very minimal 
difference between the two which supports the 
result as insignificant. Similarly, at 100 dB, the 
means were 108.26 dB and 108.36 dB with only 
a 0.1 difference the likelihood of this test having 
been significant was very low. However, this was 
the sole instance that the headphones’ mean 
value surpassed that of the earbuds’ value. A 
contributing factor to this result is the potential 
for the difference in the surrounding decibel 
level during the test, as it could interfere with 
amplification. Although this external factor could 
not be eliminated in the setting in which this 
experiment took place, external noise does affect 
the amplification of sound in the ear. Therefore, 
in some regards, the structure of the experiment 
was relatively accurate since it allowed for the 
effect of external sound on the amplification. This 
enhanced the function of the model, but was 
not accounted for as a measured variable in the 
experiment.
 Alternatively, it was also seen that there 
was a significant difference when testing earbuds 
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